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#### Abstract

This extended abstract starts with a brief introduction to stochastic partial differential equations with a particular focus on stochastic wave equations. Various numerical experiments for this stochastic partial differential equation are presented. Finally, we point out results from the literature on the numerical analysis of stochastic wave equations.
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## 1 INTRODUCTION

The last decades have seen an increase of studies of extensions of partial differential equations (PDEs) to stochastic partial differential equations (SPDEs). These extensions have become more and more important in various fields of applications from natural sciences, engineering, or financial mathematics, where various type of uncertainties need to be modelled [1, 2, 3, 4, 5]. Closed-form solutions to most of these SPDEs are rarely known and thus numerical simulations and a deep analysis of numerical schemes are mandatory.
In the talk and in the present extended abstract, we will first give a very concise introduction to stochastic partial differential equations with a particular focus on the stochastic wave equation (Section 2). A brief presentation of general numerical techniques for SPDEs is then given in Section 3. We conclude the extended abstract with various numerical experiments as well as a short review on theoretical results from the literature on the numerical analysis of stochastic wave equations (see Section 4).

## 2 STOCHASTIC WAVE EQUATIONS

Imagine a strand of DNA molecule floating in a fluid: the fluid's molecules are constantly hitting the DNA molecule (which could be modelled as a long elastic string) at random points in time and space giving raise to a random force acting on the strand of DNA. This problem can be described by a complicated system of three stochastic wave equations [2, Section 1]. Further applications which could be described by stochastic wave equations include: the dilatation of shock waves throughout the sun from [2, Section 1], as well as the motion of randomly forced strings [6, 7].
To fix notations, a semi-linear stochastic wave equation with multiplicative noise in a smooth domain $\mathcal{D} \subset \mathbb{R}^{d}, d=1,2,3$, can be written as

$$
\begin{array}{ll}
\mathrm{d} \dot{u}-\Delta u \mathrm{~d} t=f(u) \mathrm{d} t+g(u) \mathrm{d} W & \text { in } \mathcal{D} \times(0, \infty), \\
u=0 & \text { in } \partial \mathcal{D} \times(0, \infty),  \tag{1}\\
u(\cdot, 0)=u_{0}, \dot{u}(\cdot, 0)=v_{0} & \text { in } \mathcal{D},
\end{array}
$$

where the unknown solution (a stochastic process) reads $u=u(x, t)$. Here, the "." denotes the time derivative $\frac{\partial}{\partial t}$. The Laplacian in $\mathbb{R}^{d}$ is denoted by $\Delta$. The nonlinearities $f$ and $g$ are given functions. The stochastic process (the noise) $\{W(t)\}_{t \geq 0}$ is an $L_{2}(\mathcal{D})$-valued (possibly cylindrical) $Q$-Wiener process with a given covariance operator $Q$. The given initial data $u_{0}$ and $v_{0}$ could be random variables. We remark that the term $g(u) \mathrm{d} W$ (in the special case of additive noise, i. e. when $g(u)=1$ ) in the above equation could model the random force acting on the DNA example from above.
A precise mathematical formulation of SPDEs needs tools from functional analysis, theory of PDEs, probability theory, and stochastic analysis. This is out of the scope of the present extended abstract and we refer the reader to, e.g., the monographs [ $3,8,9]$ as well as the excellent lecture notes [ $10,11,12,13,14,15]$.

## 3 NUMERICAL DISCRETISATIONS

In order to numerically approximate solutions to SPDEs, such as equation (1), one must:

- discretise the infinite dimensional Hilbert space, where the solution lives, leading to a spatial discretisation of the SPDE;
- discretise the infinite dimensional Hilbert space, where the noise lives, leading to an approximation of the noise;
- discretise the time interval, where one wants to solve the equation, leading to a temporal discretisation of the SPDE.

Let us mention that various type of convergence for the numerical solutions of SPDEs exist e.g.:

- strong convergence (i.e. the pathwise error averaged over all paths);
- weak convergence (or approximation of expectations of functionals of the solutions);
- almost-sure convergence;
- convergence in probability.

Observe that this may require numerical approximations of mathematical expectations, using for instance Monte-Carlo-type techniques.
In the recent years, various computational techniques have been constructed and analysed to deal with the above issues. The interested reader is referred to, for instance, the works $[16,17,18,8]$ for extended details and further references.

## 4 NUMERICAL EXPERIMENTS AND THEORETICAL RESULTS

This section presents three different types of numerical experiments on the stochastic wave equation (1) and provides a concise review of related results from the literature. For ease of presentation, we only consider the one-dimensional linear case with additive noise (written as a first order system on the right)

$$
\begin{array}{lll}
\mathrm{d} \dot{u}-\Delta u \mathrm{~d} t=\mathrm{d} W & \text { in }(0,1) \times(0, \infty), & \mathrm{d}\left[\begin{array}{l}
u \\
\dot{u}
\end{array}\right]=\left[\begin{array}{ll}
0 & I \\
\Delta & 0
\end{array}\right]\left[\begin{array}{l}
u \\
\dot{u}
\end{array}\right] \mathrm{d} t+\left[\begin{array}{l}
0 \\
I
\end{array}\right] \mathrm{d} W(t), \\
u(0, t)=u(1, t)=0 & \text { for } t>0, & \text { or } \\
u(x, 0)=\cos (\pi(x-1 / 2)), \dot{u}(x, 0)=0 & \text { for } x \in(0,1), & {\left[\begin{array}{l}
u(x, 0) \\
\dot{u}(x, 0)
\end{array}\right]=\left[\begin{array}{c}
\cos (\pi(x-1 / 2)) \\
0
\end{array}\right],}
\end{array}
$$

with a noise having covariance operator $Q=(-\Delta)^{-1 / 2}$.
Expected value of the energy. In the deterministic setting, the linear wave equation (that is equation (2) without noise) is a Hamiltonian PDE, wherein the total energy (or Hamiltonian) of the problem is conserved for all times. In the above stochastic case, it can be shown that the expected value of the energy along the exact solution grows linearly with time [19, 20, 21]

$$
\mathbb{E}[\underbrace{\frac{1}{2} \int_{\mathcal{D}}\left(|\dot{u}(t)|^{2}+|\nabla u(t)|^{2}\right) \mathrm{d} x}_{\text {energy at time } t}]=\mathbb{E}[\underbrace{\left.\frac{1}{2} \int_{\mathcal{D}}\left(|\dot{u}(0)|^{2}+|\nabla u(0)|^{2}\right) \mathrm{d} x\right]}_{\text {initial energy }}+\frac{t}{2} \operatorname{Tr}(Q), \quad t \geq 0 .
$$

What about the behaviour of numerical solutions?
To illustrate the behaviour of numerical solutions to the linear stochastic wave equation (2), we first discretise the problem with a standard finite element method (FEM) in space (with mesh $h=0.1$ ) and then compute the expected value of the energy for the following time integrators (with large step-size $k=0.1$ ):

- the explicit stochastic trigonometric method from [20]

$$
\left[\begin{array}{c}
u_{n+1} \\
\dot{u}_{n+1}
\end{array}\right]=\left[\begin{array}{cc}
\cos \left(k(-\Delta)^{1 / 2}\right) & (-\Delta)^{-1 / 2} \sin \left(k(-\Delta)^{1 / 2}\right) \\
-(-\Delta)^{1 / 2} \sin \left(k(-\Delta)^{1 / 2}\right) & \cos \left(k(-\Delta)^{1 / 2}\right)
\end{array}\right]\left[\begin{array}{c}
u_{n} \\
\dot{u}_{n}
\end{array}\right]+\left[\begin{array}{c}
(-\Delta)^{-1 / 2} \sin \left(k(-\Delta)^{1 / 2}\right) \\
\cos \left(k(-\Delta)^{1 / 2}\right)
\end{array}\right] \Delta W^{n},
$$

where $\Delta W^{n}=W\left(t_{n+1}\right)-W\left(t_{n}\right)$ denote the Wiener increments, and $u_{n} \approx u(n k)$;

- the backward Euler-Maruyama scheme, see for example [22],

$$
\left[\begin{array}{c}
u_{n+1} \\
\dot{u}_{n+1}
\end{array}\right]=\left[\begin{array}{l}
u_{n} \\
\dot{u}_{n}
\end{array}\right]+k\left[\begin{array}{cc}
0 & I \\
\Delta & 0
\end{array}\right]\left[\begin{array}{c}
u_{n+1} \\
\dot{u}_{n+1}
\end{array}\right]+\left[\begin{array}{c}
0 \\
I
\end{array}\right] \Delta W^{n} ;
$$

- the Crank-Nicolson-Maruyama scheme, see for example [23],

$$
\left[\begin{array}{l}
u_{n+1} \\
\dot{u}_{n+1}
\end{array}\right]=\left[\begin{array}{l}
u_{n} \\
\dot{u}_{n}
\end{array}\right]+\frac{k}{2}\left[\begin{array}{ll}
0 & I \\
\Delta & 0
\end{array}\right]\left(\left[\begin{array}{l}
u_{n+1} \\
\dot{u}_{n+1}
\end{array}\right]+\left[\begin{array}{l}
u_{n} \\
\dot{u}_{n}
\end{array}\right]\right)+\left[\begin{array}{l}
0 \\
I
\end{array}\right] \Delta W^{n} .
$$



FIGURE 1. Expected value of the energy on the time interval [0, 10] for the stochastic trigonometric method (STM), the backward Euler-Maruyama scheme (BEM) and the Crank-Nicolson-Maruyama scheme (CNM). The expected value of the exact solution is displayed in solid red line. All expected values are approximated using $M_{s}=5000$ samples.

The results are displayed in Fig. 1, where one can observe the excellent long-time properties of the stochastic trigonometric method with respect to the conservation of the drift in the expected value of the energy.
The proof of the exact preservation of the expected value of the energy by the stochastic trigonometric methods is given in [20]. Furthermore, the behaviour of this numerical solution for nonlinear problems is studied in [21]. Observe that preliminary results on numerical discretisations (by a Fourier pseudo-spectral method and midpoint-type schemes) of one-dimensional nonlinear stochastic wave equations with additive noise are presented in [24].
Strong convergence. We compute the root mean-square errors

$$
\sqrt{\mathbb{E}\left[\left\|u(T)-u_{N}\right\|_{L_{2}(\mathcal{D})}^{2}\right]},
$$

where $u_{N}$ are numerical approximations of the exact solution $u(T)$ at time $T=0.25$ given by the above mentioned time integrators for time step ranging from $k=2^{-3}$ to $2^{-10}$ and a fixed FEM mesh of size $h=2^{-8}$. The reference solution is computed with the stochastic trigonometric method with $k_{\text {ref }}=2^{-20}$ and $h_{\text {ref }}=2^{-8}$. Figure 2 (left) presents a loglog plot of these errors, where one can observe the orders of convergence of these time integrators.


FIGURE 2. Strong (left) and weak (right) errors of the stochastic trigonometric method (STM), the backward EulerMaruyama scheme (BEM) and the Crank-Nicolson-Maruyama scheme (CNM).

The topic of strong convergence has been extensively studied in the literature. Rates of convergence for spatial discretisations can be found in [25, 21] for FEM, in [26, 27] for finite difference schemes, and in [28, 19, 29] for spectral-type schemes. Results on time integrations for stochastic wave equations are found in [30] for $I$-stable rational approximations (e.g. linear-implicit EulerMaruyama scheme), in [26] for the leap-frog scheme, and in [20, 29, 31, 21, 32] for stochastic trigonometric/exponential-type integrators.
Weak convergence. We finally illustrate the weak errors of these time integrators by measuring the errors

$$
\left|\mathbb{E}[\sin (u(T))]-\mathbb{E}\left[\sin \left(u_{N}\right)\right]\right|,
$$

where $u_{N}$ are numerical approximations of the exact solution $u(T)$ at time $T=0.125$. We use a reference solution computed with the stochastic trigonometric method using $k_{\text {ref }}=2^{-15}$ and $h_{\text {ref }}=2^{-8}$. The numerical results are presented in Fig. 2 (right).
Theoretical results on weak approximation of stochastic wave equations can be found in [33, 30] (FEM and I-stable rational approximations), in [34] (leap-frog scheme), in [31] (stochastic trigonometric/exponential-type integrators), and very recently in $[35,36]$ (spectral Galerkin approximations in space).
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