World Scientific

Mathematical Models and Methods in Applied Sciences \\p
www.worldscientific.com

Vol. 17, No. 8 (2007) 1159-1182
© World Scientific Publishing Company

CONVERGENCE OF A hp-STREAMLINE DIFFUSION SCHEME
FOR VLASOV-FOKKER~-PLANCK SYSTEM

M. ASADZADEH

Department of Mathematics,

Chalmers University of Technology and the Goteborg University,
SE-412 96, Géteborg, Sweden
mohammad@math.chalmers.se

A. SOPASAKIS

Department of Mathematics,
University of Massachusetts, Amherst, MA 01003-9305, USA
sopas@math.umass.edu

Received 26 September 2006
Communicated by C. Johnson

We analyze the hp-version of the streamline diffusion finite element method for the
Vlasov—Fokker—Planck system. For this method we prove the stability estimates and
derive sharp a priori error bounds in a stabilization parameter § ~ min(h/p, h?/o),
with A denoting the mesh size of the finite element discretization in phase-space-time, p
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1. Introduction

We study stability and convergence for the hp-version streamline diffusion (SD)
finite element method for a deterministic Vlasov—Fokker—Planck (VFP) system.
During this work we apply some of the hp-techniques introduced in Refs. 11-13.
The objective is to derive sharp a priori hp-error bounds for a SD scheme in a
Ls-based norm.

The Vlasov-Poisson-Fokker-Planck (VPFP) system arising in the kinetic
description of a plasma of Coulomb particles under the influence of a self-consistent
internal field and an external force can be formulated as follows: given the initial
distribution of particles fo(z,v) > 0, in the phase-space variable (z,v) € R? x R,
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d = 1,2,3, and the physical parameters § > 0 and ¢ > 0, find the distribution
function f(z,v,t) for t > 0, satisfying the nonlinear system of evolution equations

Of +v-Vof +div,[(E — Bv)f] = cA,f, in R* x (0,00),
flz,v,0) = fo(z,v), for (z,v) € R??,
__f = d (1.1)
E(z,t) = S Ta? *p p(x, ), for (z,t) € R* x (0, 00),
pla,t) = fx,v,t)dv, and 0 = +1,
Rd

where 2 € R? is the position, v € R? is the velocity, t > 0 is the time, V, =
(0/0x1,...,0/0z4), Vy = (0/Ov1,...,0/0vq), and - is the inner product in RY.
The transport cross-section parameter o is assumed to be very small and decoupled
from 3 = O(1). |S|9~! ~ 1/w, is the surface area of the unit disc in R, p(z,t) is
the spatial density, and %, denotes the convolution in . F and p can be interpreted
as the electrical field and charge, respectively.

For a gradient field, i.e. when E is divergence free, and with no viscosity, i.e. for
B = 0, the first equation in (1.1), would become

8tf+v'vwf+E'va:UAva (12)

which, with the rest of equations in (1.1), gives rise to a simplified VPFP system.
When FE is known, we refer to this system as the VFP system. For ¢ = 0 and
E(z,t) = —Vy¢(z,t), we obtain the Vlasov—Poisson equation with an internal
potential field ¢(x,t) satisfying the Poisson equation

Az g(x,t) = —0 f(z,v,t)dv = —0p(, 1), (1.3)
R4

with the asymptotic boundary condition

o(x,t) — 0, for d > 2, as |z|— oo, (1.4)
¢(z,t) = O(log |x]), for d =2, as |z] — oo. .
For (8 # 0, we have the following modified version of the VPFP equation
8tf+vvxf_vx¢vvf:vu : (6Uf+0vvf)7 (15)

where ¢ is assumed to be the exact solution for the Poisson equation (1.3).

1.1. The continuous problem

The mathematical study of the VPFP/VFP system has been considered by several
authors in various settings, see e.g. Refs. 7 and 21. For the linear Fokker—Planck
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equation:
fit0-Vef +E-V,f—0A,f =S, [f(x,v,0)= folz,0), (1.6)
where
E = (Ei(z,v,1)L,

is a given vector field and fo(z,v) and S(x,v,t) are given functions; existence,
uniqueness, stability and regularity properties of the solution are straightfor-
ward generalizations of the one-dimensional classical results due to Baouendi and
Grisvard® for the degenerate type equations. These generalizations as well as cou-
pling to the nonlinear problem are due to J. L. Lions'® and require some regularity
assumptions on the data: fy, S and E. Existence, uniqueness and regularity results
relevant to the continuous model problem (1.1) can be found, e.g. in Degond,® in
one- and two-dimensional cases, and in Bouchut” and Victory and O’Dwyer?! in
general three-dimensional setting.

As for the numerical studies: several Lagrangian schemes are developed based
on particle methods: In Ref. 9, the authors devise and study a deterministic split-
ting method for approximating VPFP systems, whereby particle methods are used
to treat the convective part and the diffusion is simulated by convolving the par-
ticle approximation with the field-free Fokker—Planck kernel. In Refs. 10 and 18
finite-difference methods are considered for the one-dimensional VPFP system, with
centered differences used to approximate the diffusion in velocity. In Ref. 23, the
numerical procedure combines a deterministic particle type computation with a
process for periodically reconstructing the distribution function on a fixed grid in
one dimension.

In our studies, assuming a continuous Poisson solver for Eq. (1.3), we focus on
the numerical convergence analysis of a deterministic model problem for the VFP
system in a bounded phase-space-time domain. This is a convection dominated
convection-diffusion problem of degenerate type, (full convection, but only small
diffusion in v), for which we study the hp-version of the streamline-diffusion finite
element method and derive convergence rates, which are otherwise more involved
using, e.g. particle methods; the most common discretization schemes for the Vlasov
type equations. More specifically, for the locally regular solution f in the Sobolev
class H***tY(K), we derive optimal a priori error estimates, basically, of order
O((S;(KH/Q) where 6 ~ min(hg /pr, h% /o), with hx and px being the local mesh
size and the local spectral order, respectively. (see Remark 3 in Sec. 4 and Ref. 13).
A corresponding discontinuous Galerkin study as well as numerical implementations
are the subject of a forthcoming paper.

In the classical finite element method (h-version) convergence order improve-
ment relies on mesh refinement while keeping the approximation order within the
elements at a fixed low value (suitable for problems with highly singular solutions
that require small mesh parameter). Some studies on the h-version of the SD finite
element method can be found, e.g. in Ref. 14 for advection-diffusion, Navier—Stokes



1162 M. Asadzadeh € A. Sopasakis

and first-order hyperbolic equations, in Ref. 15 for Euler and Navier—Stokes equa-
tions, in Ref. 1 for the Vlasov—Poisson and in Refs. 2 and 3 for the Fokker—Planck
and Fermi equations. On the other hand, in the spectral method, the accuracy
improvement is accomplished by raising the order of approximation polynomial
rather than mesh refinement (advantageous in approximating smooth solutions).
However, most realistic problems have local behavior (are locally smooth or locally
singular), therefore a more realistic numerical approach would be a combination
of mesh refinement in the vicinity of singularities (with lower order polynomial
approximations), and higher order polynomial approximations in high regularity
regions (with larger, non-refined, mesh parameter). This strategy, which can be
viewed as a generalized adaptive approach, is the hp-version of the finite element
method. For some basic hp-finite element studies, see e.g. Refs. 5, 19 and 20.

An outline of this paper is as follows. In Sec. 2 we introduce the notation and
approximation spaces necessary for the subsequent development of the theory. In
Sec. 3 we derive error estimates for projection operators useful in our final esti-
mates. Our concluding Sec. 4 is devoted to the study of stability estimates and
proof of convergence rates for the hp-streamline diffusion approximation of the
VFEP system.

2. Notation and Assumptions

The continuous problem (1.1), as given in Sec. 1, is not appropriate for numerical
considerations since it is formulated in a fully unbounded phase-space-time domain,
without any asymptotic boundary conditions. Below we restate the problem (1.1)
for ¢ > 0 and bounded polyhedral domains ©, € R? and Q, C R? associated with
some boundary conditions. For simplicity we assume that € := Q, x Q,, is a slight
deformation of a bounded, canonical, cubic domain (—zg,z¢)? x (—vg,v0)?, d =
1,2,3. We start with a nonhomogeneous, initial-boundary value problem for the
VFEP system viz,

Wf+G -Vf—cA,f—divy(Bvf) =S5, inQr:=Qx(0,7T),

f(z,v,0) = fo(x,v), in g := Q x {0},

f(z,v,t) = w(z,v,t), in ([0 x Q,] U [Q, x 9Q,]) x (0,T],
(2.1)

and we let w = 0 on 0€),, i.e. we have an elliptic boundary condition in v and a
hyperbolic one in z, where for v € Q,, we define, I';, = {z € 90Q, : n(x) - v < 0}.
We also use the following notation:

of of of  Of
dr, " Oxg Ov T Oug

8¢ 9

dr1” 7 Oxy

szz(me,va):< > d=12.3 and

G(f) = (v,—Vz0) = (vl,...,vd,— ) = (G1,...,Gaa).
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Here ¢ satisfies
N :/ F@v,t)dv, (2,t) € D x (0,7, (2.2)
Qs

where V¢ is uniformly bounded and |V,¢| — 0 as  — 0,. Also note that G is
divergent free
d

i

. €X;
i=1 i=d+1

divG(f) =

=0, d=1,2,3. 2.3

8% = (2.3)
Thus, loosely speaking (generalizing the results for the Navier-Stokes equations in
two dimensions), one can assume that there is a unique function ¥(z, v, t) such that
G =10t(5,, V¥, ¥|r = 0, or alternatively

—AU(-, - t) =R(-,,t) inQ, ¥=0, onl, (2.4)

where R = rot(, )G may be interpreted as the vorticity of the velocity field G(f).
For notational simplicity we split the boundary into the in—(out) flow boundaries:

I~ = {(z,0) eT:= 90| G-n<0(>0)}, n=(n,,n,), (2.5)

where I' := (0Q, x Q) U (2 x 9Q,) U (09, x 0,), n, and n, are outward
unit normals to 982, and 9€,, respectively, and G := G(f). Note that since G =
(v, =Vg¢) and |V — 0 as @ — 08, thus G- n = (v, —Vz¢) - (Ng,n,) = v - Ny,
and hence I'” “coincides” with I', and therefore throughout our estimates, the
boundary terms will be taken over I'™, except when we explicitly emphasis the role
of v, where we shall employ I';. Another justification of this is due to the fact
that (09, x 09,) has a zero measure, and we have assumed that w = 0 on 9€,,,
therefore there will not be a nonzero contribution from (x,v) € (5 x 9€,), and
hence the actual (z,v)-support of wis 'y =T.

Our discretization scheme concerns the modified problem (2.1), formulated for
the bounded domain 7, and NOT! the original VPFP system stated in R? x R x
RT as in (1.1). In what follows C will denote a general constant independent of the
involved parameters on estimates, unless otherwise explicitly specified.

We now denote an approximate solution for (2.1) by f and recall the usual
general procedure of a numerical investigation by decomposing the error viz.,

f=F= (-1~ (F-1f)=n-¢
where II is an appropriate projection/interpolation operator from the space of the
continuous solution f into the (finite-dimensional) space of approximate solution f .
Considering a suitable norm, denoted by ||| - |||, the process of estimating the error

is split into the following two steps: (i) first we use approximation theory results to
derive sharp error bounds for the interpolation error [[|n]||, and then (ii) establish

€l < Clilnl, (2.6)

which rely on the stability estimates of bounding || f]]| by the ||datal|. The for-
mer step has theoretical nature and is related to the character of the projec-
tion/interpolation operator II, whereas the latter depending on the structure of
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the ||| - |||Fnorm, and the numerical approximation techniques, varies in the order of
its difficulty.

Below we present some basic assumptions/notation necessary in hp-studies for
approximating the projection errors, (see, e.g. Ref. 11): assume a partition P of
Q = Q, x Q, into open patches P which are images of canonical two, four or six-
dimensional “cubes™: P = (—1,1)%¢:= %4 d =1,2,3, I = (—1,1), under smooth
bijections Fp:

VPeP:P=FpP).
A mesh 7 on € is constructed by subdividing the patches: For each P, first we
subdivide P = (—1,1)?¢, into 2d-dimensional generalized quadrilateral elements 7
(2d-dimensional prisms, i.e. generalized triangular elements would work as well)
labeled 7 which are affine equivalent to P, we call this mesh 7p (on P). On each
P € P we define a mesh 7p by setting
YPeP:Tp:={r|r=Fp(?), 7 € Ip}.

Note that each 7(7) is an image of the reference domain P under an affine mapping
Az : P — 7(F, =FpoA; : P— 7). Now 7 := Upecp7p is a mesh on Q. We also
define the function space

Fp ={Fp:PeP}

and the polynomial space
A, = span{(£,0)* : 0 < oy < p, 1 < <2d},
where (,0) € P = {(&,7) e R x R : |#;] <1 and |0;] <1, j=1,...,d}.
Now we let p be a polynomial degree vector in 7,
p={pr:7€T}
and define the continuous hp-finite element spaces
SPEQ T, Fp):={fcH*Q): fl,oF, €A, , 7€T}, k=0,1,...,
for polynomials with degree vector p, and
SPHQT, Fp) = {f € SPHQ.T, Fp) :p = (.ps-. 1)},

for the uniform polynomial degree p, =p, ¥V 7, p > 1.

Finally we denote by [/f|, ; and |f[, ; the H*(I) norm and seminorm on 1,
respectively (We shall suppress k£ = 0, correspondlng to the Lo-norm). We also
denote by SP(I) the set of polynomials of degree p on I.

Remark 2.1. To invoke the time variable we shall, basically, use the same notation:
we assume a partltlon Q of Qp = QO x(0,T) into open patches Q which are images of
the canonical cube Q = ( 1, 1)%24+! subdivided into elements k := 7 x &, where each
i is affine equivalent to I corresponding to the time interval (0,7). The exception
is that the progress in the time direction is performed successively on the slabs
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Q= QX (1), m=0,...,M — 1, with t, = 0 and ¢); = T, and may have
jump discontinuities across the discrete time levels t,,,, m =1,..., M — 1. A global
mesh is now denoted by K.

3. Approximation of the Projection Error

Using the notation of the previous section and mainly the stability estimate (2.6)
we now provide estimates for the projection error 7, in some suitable norm. For
our choice of the norm ||| - |||, the terms which will be involved in the projection
error are, basically, ||n|| and ||Dn||, where D := (V,, V,,d/dt) denotes the total
gradient operator. In this section we estimate these two quantities for our (2d + 1)-
dimensional problem.

To proceed we denote by W; f the one-dimensional H'-projection of f onto the
polynomials of degree p in the ith coordinate, where 1 < i < d would correspond to
x;’s for the spatial variable, d+1 < i < 2d to v;’s for the velocity, and i = 2d+1 for
the time variable. We shall apply the tensor product in (2d 4 1)-dimensions to the
following one- and two-dimensional results while we refer to Ref. 20 for the proof.

Proposition 3.1. Let f € Hk“( ) for some k > 0. Then, for every p > 1, there
exists a projection m,f € SP(I ) such that,

(P — 5)!

1f" = (mp f)'I17 < T s) 2 5 (3.1)
L (p=s)
Hf - Trpr% < p(p_|_ 1) ( ) |f|s+1 Il (32)

for any 0 < s < min(p, k). Moreover,

mpf (1) = F(21). (3:3)
In particular for any f € Hl(f) we have that,

I D)z <20 M7 Nmefllz <INz + 117 (3-4)

1
Vplp+1)

Corollary 3.1. Let p > 1 and assume that 1) € H’“H(ﬁ) for some k > 1. Then
for each i, j, 0 < i, j < 2d + 1, the projections 7 and WZJ; satisfy the following

p
estimates:
1 (p ) 5 1
||w - wH12 — (p+ 1) (p-i—S) || * leza (35)
Iy~ <~ x S Lo v,

2 (p— (s — 1))
T Re+ 1 o)

where we have identified I; x fj by I? and 71'2 by the identity operator.

10:0501%, (3.6)
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We just generalize this procedure to arbitrary d (i.e. to (2d 4+ 1) dimensions):
To this approach we let 1I,, = Hfflrl W;; denote the tensor product projector and
recall D = (V4, V,,d/dt), the 2d + 1 total derivative. We also define the binary
multi-index |m|; = 22:1 My, with m,, = 0 or 1. Now we can formulate the main
result in this section as:

Theorem 3.1. Let Q == P x I, p>1, f € Hk“(Q) for some k > 1, and set
0 < s < min(p, k). Then we have the following | - || = || - |1, estimates for
Np = f - prv

Inp]1* < (2d +1)

2d+1
i1 i1 ie —|mli—1+1 )2
x ) 2 D N 1 ]
i=1 [m|;—1<min{i—1,s+1}

and its total derivative Dny, = (Vg, Vi, d/dt)n,,

2d+1
1D, l* < D (2d+1)

=1
2d+1

. ) . — j—1+1
% Z Z QJQLm\_j_lﬂlm‘jil”8|m\_7_18; Imlj—1 112,

j=1 |m|;_1<min{j—1,s+1}
mi:1

i1 — Hm1gm mi—1 _ 1 _ (p—st|m]x)!
where O™t = OO - O,y = ks and By, = i

Proof. We may use the telescopic identity
2d+1 2d+1 [i—1
f-Tf = (f— II ﬂ,’.ff) =2 \II= ) (F-mh.
k=1 i=1 \j=0

to get the estimate

2d+1 7—1 ] ‘ 2
If—TLf7 < @d+1) > (| [I= | (f=mp5)| - (3.7)
i=1 j=0

It is easy to show that for s +1 > |m|,,

2

[I7) G-min| < S 2ralrlt1p,,, 1om-a; M 2 (3.8)
j=0
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Note that for n = 0 and 1, (3.8) is just (3.5) and (3.6), respectively. Furthermore,
since 7r2 = id, we have by the second inequality in (3.4) and using twice (3.6),
(second time with i := 01 f), that

Iy (f = mp NP < 2llmy (f = mp I +

2 (p—s)
p(p+1) (p+s)!

2 (o)
P17 o) 2]

+
2 2 (p—(s—1) .
MRSy {p(p+ Dip+(s=1) o105 7|

b T e a0 1P

2 2 3 2
m”aﬂp(f—ﬂpf)ﬂ

105 £

+2

P(p+1)% (p+(

which gives (3.8) for n = 2. For the remaining values of n, i.e. for 3 <n < 2d + 1,
(3.8) is justified by a similar, however lengthy, “induction-like” procedure which we
omit. Recall that, to get non-negative differentiation orders, the parameters should
be accordingly related. In the sequel we do not state these relations explicitly.

The first assertion of the theorem now follows from (3.7) and (3.8). To show the
second estimate we start by rewriting and subsequently simplifying, via (3.7), the
total derivative Dnp,

2

2d+1 2d+1
1Dl = || (f - 11 ﬂ’zf>
=1 k=1

2d+1 2d+1 2

<> (@2d+1))

5 (H @) (F—nif)
=0

Below we split the estimate of H&(H{;& m)(f — W%f)”é into the following three
possible cases:

Case I: + < j — 1. Using the first estimate in (3.4) we have

2

i—1 2
0; <H wé) (f=m )| = H7r (f = mf)
=0 ;éz
2
j—1
< 41|0; Hﬂé (f=7lf)

1=0
I#i
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Now since 0; is no longer in the direction of any of the remaining projections in the
product, we can use the second estimate in (3.4) and (3.8) as

2
(0w |-
l;ﬁz‘ Q
_ 2
Jj—2 |m|;— mlj_1 as—Imlj—1+1
é Z 2 Oé‘|D s lﬂ\mb‘_l al s laj ’ f Qa
Iml[j-1<j—1
m,;:l

where |m|;—1 = |m|j—1, withmp =0or L fork#¢, 0<k<j—landm;=1.In
this way the contribution of 0; is included on the right-hand side above. Hence, we
have shown the second assertion of the theorem in case I.
Case II: i = j. Thus we can write
j—1
8i<H7r;>( —7rjf (Hﬂ') f—=mf)
1=0

where F = (T2, 7h)f. By (3.1) we have [|0;(F — wJF)||% < 60||8j+1.7:|%. This
quantity can now be estimated by a (repeated) use of the second estimate in (3.4):

(=)

so that, replacing ¢ by 6;“ f, we obtain the desired result also for the case i = j.

2 2

= 0;(F — P13,

Q Q

2

S D A D 2

Q Imlj—1<i-1

Case IH i > j. Here we can apply (3.8) directly since 9; and the projections in
|l0; (Hl 0 p)( - ﬂgf)H%, are decoupled and therefore we can derive the estimate

5 (ﬁ @) (F—nif)
=0

Summing over i gives the second estimate and completes the proof. O

2

=1, lmlj—1+1
< Y 2 lalrlietlg

Q Imlj-1<i-1

% Haialm‘jilajilm‘jilf”g.

Remark 3.1. We can write the above estimates in a general setting for a par-
tition R of a bounded, convex, curved polyhedral domain D C RN: Let R € R
be an image of the A-dimensional canonical hypercube R := (=1, 1)V, with N-
dimensional mesh Mz, under the bijective map G : R = G z(R), and with a
corresponding generahzed N-dimensional quadrilateral mesh Mz on R. Then for
a global generalized quadrilateral mesh M := Urer Mg on D, the projection error
estimates are obtained by the change of variables and a simple scaling argument
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where we assume that the patch R is the canonical deformation of R with no sig-
nificant rescaling. More specifically we assume that there are positive constants c;
and co such that

cl ShK/iLKSCQ, VKeM, (3.9)

where hi = diam(K), hx = diam(K), K = Gg(K), and K C R is a reference
element in the mesh M. All the corresponding notation such as the polynomial
degree distribution r = {rx|K € M := Uper Mpr}, the affine mapping Ay : R—
K, the patch-map vector Gg = {Gr : R € R}, and the element map Gg =
Gro Ap with K = GK(R), as well as the function space S™*(D, M,Gr) are
defined correspondingly as in Sec. 2. However, since in the streamline diffusion
method we allow discontinuities in time, we formulate the generalization in fully
discontinuous setting using a local version of S™*(D, M, G ) with only, elementwise
high regularity:

SEE(D, M, GR) = {f € 7°(D,M,Gr) : flx € H*"**(K)}, (3.10)

where k := {kx : K € M}. This is a more general setting which is also appro-
priate in the discontinuous Galerkin studies. Finally, we have the following general
result:

Theorem 3.2. Let R € R and the polynomial degree distribution r be defined
as above. ¥ K € Mg, let flx € H*<TY(K) for some kx > 1 and define IIf €
SEX(D, M, GRr) elementwise by (ILf)|x o Gr = M (flx o Gr), ¥V K € Mg.
Then, for rx > 1 and for 0 < sk < min(rg, kx) we have the following estimates:

1f|% < C hie )\ g |2
If-1flz<C >, (5 1 s i1 1

KeMpg

h 28K ~
- < 3 () @l

2
KeMpg

where f = foGr, K = Gr(K), |- s 11,52 18 the Sobolev norm in H***Y(K) and

N
Bi(p,s) =N 270 DT ol
i=1

[ml;i—1<i—1

N N '
Ba(ps) =ND D 2 D A .

i=1j=1 |m|;_1<j—1
m;=1

Proof. The proof is based on a scaling argument due to the use of a correspond-
ing affine mapping Ay, this time Ay : R — K, on the results of Theorem 3.2

above: A consequence of applying tensor product to the proof of Theorem 3.4
in Ref. 11. O
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4. The Streamline Diffusion Method

The SD-method for (2.1) is based on using finite elements over the phase-space-time
domain Q7. To define this method, following the notation in Sec. 2, let 7;, = {7}
be a finite element subdivision of Q = Q, x , into open elements 7 := Fp(7),
where P corresponds to an open patch in , further let 0 =tp <t < --- <ty =T
be a partition of the time interval (0,7") into subintervals I,,, := (¢, tmy1). For
eachm = 0,...,M — 1, we denote by Ky, :={K : K =7 x I,, 7 € Tp,} the
corresponding subdivision of Q,, := Q x I,,. Finally let £, = U,,Kp,;m = {K}
be the subdivision of Q7 into elements K and with the piecewise constant mesh
function h defined by h(z,v,t) := hx = diam(K), (z,v,t) € K. We assume that
the family of partitions {Kx}nso is shape regular; i.e. for each K € Kj, there is an
inscribed ((2d + 1)-dimensional) sphere in K such that the ratio of the diameter of
this sphere and the diameter of K is bounded from below independent of K and
hx, i.e. there is a positive constant Cy, independent of h, such that

Coh23tt < meas(K), YV K € UpKp. (4.1)
Now on each slab €2, we define a corresponding finite element space by
VP = {g c Sp’”’k’”(Qm,’Ch,m) i g N €P,(K); VK=1x Im},

where P, (K) := P, (7) X Py, (I,,) denotes the set of polynomials in z, v and ¢ of
degree at most px > 1 on K and SPm*m defined similarly to (3.10), with

Pm = {rk| K € Knm}, k= {kx| K € Kpm}-

Now we let @ = (po, P2, - - -, Pam—1) be the polynomial degree (multi-) vector in the
mesh fC;, for the Qp, k := {k;,}, and define

M—1

th _ H Vhpm’

m=0
to be a finite element space in the whole Qp = Q x (0,7).
To invoke the inhomogeneous boundary condition, for simplicity, first we con-
sider the steady state version of the problem (2.1), viz.

Bf =G -Vf—oA,f—div,(fvf)=85 inQ, with f=w onl", (4.2)

where we assume that S € Ly and w € Lo(I'™). The usual (not streamline diffusion)
weak formulation of this problem is then to find f € H' such that

b(G; f.9) =L(g), VgeH;Q), with f=uw, (4.3)
where

b(w; g,u) = /(w Vg u+oVyg-Vyu+ V, - (fvg)u) dedv, (4.4)
Q

L(g) = / fgdrdv, ~~ =~|p- and ~:H' — Ly(I') is the trace operator.
Q
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For the existence of a solution, we assume that the given function w is the restriction
to I'~ of the trace of some function y € H', i.e. w = v~ x. Setting ( = f — x, we
then seek ¢ € H} satisfying

b(G: ¢ g9) = L(g) —b(G;x,9), Vg€ Hy. (4.5)
In this way the right-hand side is a bounded linear functional on H} and hence it
follows from the Lax-Milgram theorem that there exists a unique ¢ € Hj satisfying
(4.5). Clearly, f = x+( satisfies (4.4) and v f|p- = w. This solution is unique, for if
(4.3) had two solutions f1 and fo with the same data S and w (with w interpreted
as the restriction of the trace of f to I'"), then their difference f; — fo € H would

be a weak solution of the homogeneous version of (4.3) with S = w = 0, and hence
using the stability estimate

[flv < ClS],

would imply f1 — fo = 0, i.e. fi = fo. Hence, (4.3) has a unique weak solution.
In particular, the solution f is independent of the choice of the extension y of the
boundary value w. Now we define the globally discrete function space
Va:={geV: g|p- =u},
where w is the nodal interpolant of the inflow boundary function w and both w
and w are continuously extended to the boundary I' with the property that
(0, u)pt = (w, u)p+. (4.6)

These extensions, in turn, can be considered as restrictions to I' of functions in H*!
and V1, respectively.

Now we return to the SD version and, for further notational convenience, intro-
duce the slab-wise representations:

(f:9)m = (f: D, lgllm = (g,9)5>,

and define the inner product and seminorm at the time level ¢, by
(oD = (FCstm) 9Costm)as lgln = (9,907

We also present the jump term by, [g] = g* — g, where (to include also the case
with o = 0),
gt = 1irglig(x,v,t+s), for (z,v) € Qp x Q, tel,
S—

gt = lirglig(x—l—sv,v,t—i—s), for (z,v) € (00) X Qy, t €1,

and use the following notation for the boundary integrals
U = [ TG ] Gh = GUY = 6L,

7 07) s = / FF, g% dt, M T T,

m

T
(FFr g pe = / FF, g e dt, A= :=T* x (0,T).
0
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4.1. Stability of the time-dependent SD finite element method

To choose streamline diffusion test functions we single out the terms in (2.1) which
give rise to significant advection: these are f;, the G-term G(f")- Vf and, since
B = O(1), the B-term V, - (Bvf). As a result a more appropriate class of test
functions, with contributions corresponding to all these terms, may have the form:

u+ 6(us + G(f") - Vu + Bdu + Bv - V,u), (4.7

where d is the dimension of €2,,. However, in order to present the analysis in a rather
concise form, in the SD test functions we shall not include the terms which result
to estimates of comparable order. Here, multiplying the VFP Eq. (2.1) by (4.7) and
integrating over Q27 would produce the following, §-terms:

(1) Bd(ug,u), (ii) B2(6v - Vyu,v-Vyu), (iii) (ue + G(f") - Vu,pv-Vou). (4.8)

As we shall see in (4.12) below, the terms (i) and (iii) also arise in the variational
formulation using the simpler test function:

u+ 8(up + G(f") - Vu). (4.9)
Thus the “actual” new contribution, in using (4.7), is the S-term (ii), i.e.
G216 - Vyul|?. (4.10)

This, combined with the contribution of the diffusion term oA, f, give rise to the
control of the term

B(|0v - Vyul|? + 0| Voul|? < 6||Voul|?  where & := 0 + [§|8%|Q,%,  (4.11)

rather than only o||V,u||?, corresponding to the use of (4.9). Hence basically, the
additional contribution to the “artificial” diffusion, which comes from the [-term
in (4.7) is of order O(¢). To work with (4.7) however, requires somewhat more
involved technical details. To be concise, we skip the tedious details and consider
the test functions of the form (4.9), bearing in mind that involving [-terms as in
(4.7), we would in fact obtain a slightly better estimate controlling (4.11).

In the conventional h version of the SD-method for time-dependent hyperbolic,
or convection dominated problems, assuming f to be an approximate solution and
using test functions of the form (4.9), where 4 is a small parameter (normally 6 ~ h),
would supply us with a necessary (missing) diffusion term of order § in the direction
of the streamlines: (1, G(f")). More specifically, in the stability estimates we will be
able to control an extra term of the form §||u;+G(f")-Vu|| ~ h|ju+G(f")-Vul|. In
the hp studies, however, the choice of § is somewhat more involved and in addition
to the equation type it also depends on the choice of the parameters h and p:
these are chosen locally (elementwise) in an optimal manner. Therefore, in our
estimates, § would appropriately appear as an elementwise (local) parameter. Below
we formulate both global and local time-dependent SD-method for problem (2.1)
and continue the analysis of hp-version for the local case. Assuming that @ is the
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nodal interpolant of w at the inflow boundary nodes satisfying (4.6), the SD-method
for (2.1) can now be formulated as follows:

ﬁndfhEth ={g € V;}: glp- =W} such that form =0,...,M —1,

(FF+ G - VI u+ 0w+ GU™) - Vu))m + o (Vo f™, Vo) m
+ <[fh]a u+>m - U((SAvfha ut + G(fh) V),
— (Vo - (Buf™),u + 8(ue + G(F*) - V)
= (S,u+d(ue + G(f") - Vu)m
+whut) -+ wTuT) g, YueVd (4.12)
where the expression (0A,f" us + G(f") - Vu),, should be interpreted as a sum

of integrals over the elements K € Kj ,, in the slab Q,,. The problem (4.12) is
equivalent to: find f" € V;1 such that,

Bs(G(f"); f",u) = J5(f"u) = Ls(u) Y ue Vi, (4.13)

where for a given appropriate function g, the trilinear form By is defined as

M 1

By(wig,u) = [m+M)V%U+&W+GUW V)i
=0
(%0, Vet ——o@Am%ut+cxﬂv-Vu%J
M—-1
+ g , U >A +<giau7>A++<g+vu+>0a

H

the bilinear form Js by,

M—-1

= 3" (V- (Bug),u + 8w + G(M) - Vu))

m=0
and finally the linear form Ls is given by,

M—-1

Ls(u) = Z (S,u4+6(us + G(f") - Vu))m

m=0

+ <f0,u+>0 + <w+vu+>A* + <w77u7>/\+'

Note that Bj, Js and Ls depend implicitly on f* through the term G(f"). In
the sequel we relate the cross-section o to the element size hx by assuming that
o < ming hg, K € K},. Note also that the discrete version of (2.3) takes now the
following form:

div G(f") = 0. (4.14)
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Stability and convergence estimates for (4.13) are derived in the triple norm:
1 M—1
Ilull® = 3 [ww«n%h o [ufRy o+ Juf§ + Y ([l + 208+ G - Vu)llf,

m=1
+ 3/ UQ‘Gh'n|duds} .
oOx I

Now let (-,-)x denote the Lo-inner product over K and define the non-negative
piecewise constant function ¢ by

Olk =0k, for K € Kp,

where dx is a non-negative constant on element K. To formulate the local version
of (4.13), we replace in the definitions for Bs, Js and Ls the inner products (-, ),
over the slab §,, by the corresponding sum: ZKGKW” (, )k, and all 6 by 0. Thus,
more specifically we have the problem (4.13), with the trilinear form Bs defined as:

Bs(G(f" Z S U+ GUN) VI ut Sk (e + G(f") - Vu))k

m= OKE’Chm

+ (Vo f?, Vyu) ik — Orco (A frur + G(f1) - Vu) k]
M—1

= 3 ) ) e ) T )
m=1

the bilinear form Js as,

Y ST (% (et ol + G - V)

m=0 KEn, m

and the linear form Ls given by,

M—1
- Z Z (S, u+ 6 (ur + G(f") - V) i

m=0 Kep m
+ <f0au+>0 (w, u+>A + (W, uT ) g

Note that in the h version of the SD approach for the time-dependent problems we
interpret (-, -)q, as Z%;OI (+,*)m and, assuming discontinuities in the time variable,
include jump terms in the time direction. Thus we estimate the sum of the norms
over slabs ,,, as well as the contributions from the jumps over time levels t,,, m =
1,..., M — 1. Whereas in hp version we have, in addition to slab-wise estimates, a
further step of identifying (-, ). by > k¢ Ko (-, )i counting for the local character
of the parameters hx, px and dx, and consequently replacing some of the terms
of the form (-,+)y, and || - || (e.g. those involving dx), by the equivalent ones:
(5, )m = ZKeKhm( Jx and ||+ || = ZKEIChm Il - |, respectively. Thus in our
SD estimates the sum >y, in Theorem 3.2 is identified by Z ZKeKh N
and all the corresponding terms are interpreted accordingly.
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Below we prove stability estimates and derive convergence rates for error in |||-|||.

Proposition 4.1. We assume that the mesh K, consists of shape-regular elements

2
K and the SD-parameter 0k (:= d|k) on K satisfies 0 < dx < min (:gg , %) ,
I I

with C; = C(Ciny, Co), where Ciyy is the constant in an inverse estimate and Cy is
as in (4.1). Then the trilinear form Bs(G(f"),-,-) is coercive on VA x V3 :

Bs(G(f");u,u) = —IIIUI||2 VueV

Further, for any constant Cy > 0 we have for any u € V,2,
HUHQT < —Hut +G(f ) Vu||QT + Z lu™ |m / u2|Gh. niduds] 5eC18.
o0xI

Proof. Starting from our trilinear form,

Bs(G(f");u,u) = (ut,u)QT—i—< utut),—o Z S (Ayu,up + G(f") - Vu) i

KeKy,
M—-1
£ bxllun+ GU) -Vl + ol Vol + 3 ([uut
KeKy, m=1
M—1
+ Z -V, w)m +<u+,u+>A;L —|—<u_,u_>>\7+n],

we work separately on pieces of this form. Integrating by parts,

M—1 M—1
1
(ue, wor + (Wb ub)+ Y ([u],ut),, = 5 [lulds + ulg + Dol (415)
m=1 m=1

To estimate the term involving dxo we apply Cauchy—Schwartz and the inverse
inequalities, and use the assumption on dg, to get

ko (Avu,u+ G(f") - Vu)k
1
< SCrhid Voo ol Voulli + o flue + G(f") - Vul[§]

1
< S[olVoullic + dxcllue + G(™) - VullE], (4.16)

where, as we mentioned earlier, the constant C; depends on the constants in the
inverse estimate and the shape-regularity constant Cy of the triangulation £p,. Fur-
ther using Green’s formula and (2.3) we have

(G(fh) : V’U,, U)Q + <u+’ u+>1‘* + <U'_7U'_>F+
=5 [ G0N w0 )

3
=3 /89 u?|G(f") - n| dv. (4.17)
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Now summing (4.16) over K, integrating (4.17) over I,,, summing over m and
combining with (4.15) gives the first assertion of the proposition. For the sec-
ond part we apply (4.17), Gronwall’s inequality on HUH%T and use Lemma 3.2
of Ref. 1. |

Remark 4.1. Our choice of i is due to the fact that we have a convection domi-
nated problem with a small diffusion term only in v. Further we have not involved
the contributions, to the constants, from the parameter p in our inverse estimates.
For a genuine convection diffusion problem S ~ h% /p*, cf. Ref. 12, and the corre-
sponding hp inverse estimate is of order hy p2. It can be shown, however, that both
approaches lead to the same final estlmates, though the former is much simpler to
follow.

Proposition 4.2. Let " ¢ V}? and write f — ff = n — &, where n = f — 11, f,
E=fh—TI,f and I,,f € Vit is defined as in Sec. 3. Further assume that

IV flloo + 1G(f)lloe + 1Vnlleo < C, (4.18)
then we have the following estimate:
|Bs(G(f); f.€) — Bs(G(f"); 1L, £, €)|
<glelir+o [ ey nlavas+ €3 [k Ul + (s

KeKy,
M
+IVallx)?) + hx ((l€] x + HnHK)Q] +C(lEllor + Inllon) €lor + > In-l-
m=1

Remark 4.2. For a justification of the assumption (4.18) we could follow the idea
in Ref. 15, where by rearranging the nonlinear term a Eulerian type system occurs
and (4.18) arises naturally. Also numerical simulations for instance described in
Ref. 9, 10, 18 and 23, point out that the nonlinear effects become secondary when the
Fokker—Planck diffusion takes over. This phenomenon becomes more pronounced
for larger diffusion coefficients. To avoid (4.18) altogether, one can follow the more
involved mollifying procedure in Ref. 22.

Proof. Using the definition of n and ¢ we write
Bs(G(f); f,€) = Bs(G(f"); 1L, £, €)
= Bs(G(f");n,€) + Bs(G(f); f,€) = Bs(G(f"); £,€) := Ty + T — T5.
Now we estimate the terms T and Ts — T3 separately. Starting with T3, we have

T = Bs(G(f");n,€)
= (ntaf)QT + <77+a€+>0 -0 Z Ok (Aom, & + G(fh) V&) K

KeK,
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+ > Sk + GO V& + G VK + 0 (Vom, Vi),

KeKy,
M-—1
+ > ()€ Z ) V0, E)m + (4, Ex)p- + (N, €V s

From the inverse inequality and the assumptions on o and Jx we have the estimates:
o| (Ven, V8| < oIVunll el Vutllic < ChM il oVt

< Chilnll + ==Vt Ik < ChM ik + 2 HWIIK (4.19)

S8hi

and
Sxo|(Avn, & + G(f") - VE) k|

< SxollAuvnlk||& + G(f") - VE| &
< Crogohi |nllkllée + G(f") - Vel k < Croxhi Inllkllé + G(f") - V| x

< Cryfoichi [ Il + ° e + O™ - Vel ]

< O [ Il + i + G (™) - Vel (4.20)

where by assumption on dx we have C), := C“/(SKh;(l < pl_(l/Z. Then integrating
by parts on the remaining terms, using (4.14), and a similar argument as in the
proof of Proposition 4.1 we get,

ST+ GV, €+ 6k (€ + G(f") - VE) ke

Keky
M—-1
+ 3+ (1€ + (14, )p + (1€ s
m=1
=—(n,§t+a<fh>-V£)QT+<n_,5_>M+c/ 0| G-l du ds
o0xT
M-—1

ST [+ Y Sxlne + G -V &+ G - VE) K

m=1 KeK,
which using Cauchy—Schwartz inequality together with (4.19) and (4.20) gives

1
i< gl +cf [ pletnlaas 3 il

KeKy,

M
F Y bl Y 5K|m+G(fh)-V77II?<]- (4.21)

m=1 Keky,

By basic properties on solution of Poisson equation and the definition of G we have

IG(") = G(Dller < CIF = Flar < ClEllr + Inller)-
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Using this relation we now bound the last term on the right-hand side of (4.21),
(see Ref. 1 for details),

e + G(F*) - Vallar <lnellar + 1G(HllsclIVallor
+ ClIValls (€llor + [Inllr)- (4.22)

To estimate the term (7o — T3), we follow a similar argument as in Ref. 1 and get

1Ty — T3] <C(l€llar + [nlle) IV fllsollEllor
+CIVLIZL D> hr(l€lx + lInllx)? Z Srcll& + G(f") - Ve %

KeKky, KEICh
(4.23)

Now combining the estimates (4.21)—(4.23), using assumption (4.18) and hiding the
term 1 Y rer, Ok ll§ + G(f") - VE||% in [||€]l|, the proof is complete. m|

Proposition 4.3. Under the assumptions of Proposition 4.2 we have

1 -
[ J5(f",€) = Js(f,6)] < §|||£|||2 +CIElR, +C Y htlinllk-
KeK,
Proof. Using the definition of £ and 7, we have the identity

J(S(fhaf) - Jé(faf) = J5(€7§) - '](5(7]76) = Jl - J2-

Below, we bound the terms J; and J, separately. For the first term J;, using
integration by parts, boundedness of €2, and the fact that £ =0 on 9 x (0,7T), (£
is the difference of two functions in f/hq, which are coinciding at the inflow boundary
'~ x (0,T) with the nodal interpolant @ of w and at the outflow boundary I'*" x
(0, T) with the continuous extension of w, or the projection of f on the finite element
space), we can easily show that

il = 1| D (V- (B0€), 6+ 0k (& + G(f") - VE) i

KeK,
<B Y [(dE+v- V& &+ 0k (& + G(f") - V) k|
KeK,
< CBd|El|g,. + B Z |’U|Lac(K)HVU§HK + 0Rll&e + G(f") - VEII%]

KeKy,

< CBA|ENR, + 8 Y [WlIVuéll% + Gill& + G(F™) - VEII .

KeK,
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The term Js is estimated using the integration by parts, boundedness of QZ, and
that € =0 on 90 x (0,7, viz.

o = | > (V- (Bon), € + 0k (& + G(f") - VE))k
KeK,
= B|(dn+v-Ven,&) o + > Sxldn+v- Vo & +G(f")- VE)xk
KeKy,

=p

d(1,€) g, — (mv-Vl)g + Y Sxldn+v-Von, & +G(f") - VE)x
KeK,

< B+ 15l + 250k, + ol ||vv§|\?zT>

+0 Z dk ( d||77||K+|'U|LOO(K)HVU77HK+ ||ft+G( ") VElR)
KeKy,

< CBIS N, + SlIElNE, + CodlIVuélld,
+ > Sx(Inlli + Collnll? & + 1€ + G - VEIIR),

KeK,

where § = maxy dx. Combining these two estimates, recalling the assumption on (3,

and 6k and hiding the terms ) o 0k [[€ + G(f") - VE||% and Yker, Ok Vulllk
in [[|€]|* we get the desired result. O

Note that in the above estimate for Jo we may use the element-size and inverse
estimate to write |v|2LOO(K)||Vv77||%( < h2%hi?|Inl|%. Thus, in the last step, we can

replace HanK by h%hi 2 |nl% = |n]|% and hence get a gradient-free estimate.
We will now derive a stability estimate underlying our main convergence result.

Lemma 4.1. For £ and n as above, there exist a constant C > 0 such that,

M

ligl* < ¢ [/89 P?|G"n|dvds + 5 nld, + D I,
XTI

m=1 m=1

Proof. The exact solution f satisfies (4.13), i.e

Bs(G(f); fou) = Js(fiu) = Ls(u) Yue Ve

The coercivity result: Proposition 4.1 yields

SIEN? < Bo(G™): £~ TI7,€) = Lo(€) + Jo(7",€) — Bo(G" )£, €)

= Bs(G(f); £,£) = Bs(G(f"); ILf,€) + s (f*,€) — Js(f,€)
ABs + AJs.
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Now we use Propositions 4.2 and 4.3 to bound the terms ABs and AJs. Further
using the second result in Proposition 4.1 we estimate ||£]|3_ and ||n]|3, with suf-
ficiently large C7. Combining all these estimates we obtain the desired result and
the proof is complete. |

4.2. Convergence

We now put together all of the previously established results and prove our main
convergence estimate. Recalling our previous notation e := f — f" = f —II,f +
I,f — f* :==n — &, we show that:

Theorem 4.1. If f' € V9 satisfies (4.13) and §x = min (:E%,pﬁ’é[) for each
K € T, then there is a constant C' > 0 such that,

IF-rrr<c Y hiﬁk“%w (4.24)

8K+1,IA(7
KeKy
where ®(pi, sk) = max(P1 (px, Sk ), P2(pi, skx)) as defined in Theorem 3.2.

Proof. We split the right-hand side of the estimation in Lemma 4.1 and rewrite it
concisely as

€N < C(Ar + Az + A3), (4.25)
with
Av= ) gt Il + dlnllf o
KeKky
M
Ay ::/ nQ}Gh-n|dVds+Z In-12,,
oQxI m=1
M
A3 = Z |£*|$n Z hK(SK.
m=1 Kekn,m
Below we estimate each A; separately: As for A; we have using Theorem 3.2,
hK 28K B .
ae Y (M) 0w )60+ 6001, (1.26)
Kek

To get an estimate for Ay we use trace estimate combined with an inverse inequality,
I3 < CUVllxlnlx +hgtlnl%k), VE € Mg, (4.27)

which gives,

SK sg+1
Ay <C Y K%) 5" (prc, sx) (%) & (pxc, )

KeK

hi

258K +2 ~
s (BE) T s 12, (4.28)
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where both terms in Ay are estimated combining (4.27) with Theorem 3.2 and using

. h3 . .
dx = min (06’52, pl}ilél ) Summing up we can now rewrite (4.25) as,
I

snt1 PPk, s
el < ¢ | 3 ni “%uul(mﬁyg 2SS |- (429)

Kek KEKn m

To proceed, we need to estimate also the A3 term. For this approach, we use the
following discrete Gronwall’s type estimate as, e.g. in Ref. 1: If

y(otm) SC+CL Yyt > ik, (4.30)

j<m Kelkn,m

then y(t,,) < Ce1t < Ce“'T. Note that (4.29) also implies,

sut1 P(PK, s
<03 ”1%Ilf|\sk+m+2|f 2 hdk |, (431)

KeK Kekn,m

which gives using (4.30), (where we interpret the term under ), as a new constant
depending on f, K and q), that

sot1 LK SK)
-7 <C > b, k“THﬂLKHK T (4.32)
KeKk
Thus we now also have an estimate for As, which together with (4.26), (4.28),
0|k := 0K, gives the desired result. See also Refs. 1 and 15. O

h23k+1 ‘P(;DK;SK)
K PK

Remark 4.3. One can show that the convergence rate (4.24): is

indeed of order 5%;’{ *1. However, this remaining part is basically, similar to the
type of estimates derived in Ref. 12 in their full details and therefore are omitted.
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