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Abstract  

Purpose. This paper contributes to the futurology of a possible artificial intelligence (AI) 

breakthrough, by reexamining the Omohundro—Bostrom theory for instrumental vs final AI goals. 

Does that theory, along with its predictions for what a superintelligent AI would be motivated to do, 

hold water? 

Design/methodology/approach. The standard tools of systematic reasoning and analytic philosophy 

are used to probe possible weaknesses of Omohundro—Bostrom theory from four different 

directions: self-referential contradictions, Tegmark’s physics challenge, moral realism, and the messy 

case of human motivations. 

Findings. The two cornerstones of Omohundro—Bostrom theory – the orthogonality thesis and the 

instrumental convergence thesis – are both open to various criticisms that question their validity and 

scope. These criticisms are however far from conclusive: while they do suggest that a reasonable 

amount of caution and epistemic humility is attached to predictions derived from the theory, further 

work will be needed to clarify its scope and to put it on more rigorous foundations.   

Originality/value. The practical value of being able to predict AI goals and motivations under various 

circumstances cannot be overstated: the future of humanity may depend on it. Currently the only 

framework available for making such predictions is Omohundro—Bostrom theory, and the value of 

the present paper is to demonstrate its tentative nature and the need for further scrutiny.  

1. Introduction 

Any serious discussion of the long-term future of humanity needs to take into account the possible 

influence of radical new technologies, or risk turning out irrelevant and missing all the action due to 

implicit and unwarranted assumptions about technological status quo. Many of these technologies 

have a double-edged character: along with their enormous potential comes equally enormous rsiks 

including the extinction of humanity. Because of this, technology futurology overlaps to large extent 

with the study of existential risk. A case in point is artificial intelligence (AI). In overviews of the 

existential risks facing humanity in the coming century or so, the possibility of an AI catastrophe 

tends increasingly to be judged as one of the main risks; see, e.g., Bostrom and Ćirković (2008), 

Pamlin and Armstrong (2015) and Häggström (2016a). 

The present paper is concerned with scenarios where AI development has succeeded in creating a 

machine that is superintelligent, in the sense of vastly outperforming humans across the full range of 

cognitive skills that we associate with intelligence, including prediction, planning and the elusive 

quality we speak of as creativity. The likely time of emergence of superintelligence is highly uncertain 

– it might happen 2030, 2100 or perhaps not at all – as is the issue of whether it will come about 

gradually or more suddenly in the kind of rapidly escalating spiral of AI self-improvement known as 

an intelligence explosion; see, e.g., Yudkowsky (2013, 2017), Bostrom (2014), Müller and Bostrom 

(2016) and Dafoe and Russell (2016) for more on this.  
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While important, such matters of timing and suddenness of AI development will mostly be 

abstracted away in the present paper, in order to focus on issues about what happens next, once a 

superintelligent machine has been created. A widely accepted thesis in contemporary AI futurology is 

that we humans can then no longer expect to be in control of our own destiny, which will instead be 

up to the machine; see, e.g., Yudkowsky (2008), Bostrom (2014), Häggström (2016a) and Tegmark 

(2017). A possible caveat to this is the prospect of remaining in control by keeping the machine 

boxed in and unable to influence the world other than by a narrow and carefully controlled 

communications channel; this has been discussed (e.g., by Armstrong, 2010; Armstrong, Sandberg 

and Bostrom, 2012; Yampolskiy, 2012; and Häggström, 2018a), but the overall conclusion seems to 

point in the direction that such boxing-in is extremely difficult and can be expected to work for at 

most a temporary and rather brief time period. After that, the machine will (unless we first destroy 

it) be able to freely roam the internet, walk through or past any firewalls we set up for it and take 

over whatever military or civilian infrastructure it wants – if it wants to do any of this.  

This leads to the crucial issue of what the superintelligent machine will want – what will it be 

motivated to do? The question is extraordinarily difficult and any answer at present is bound to come 

with a high degree of uncertainty – to a large extent due to our limited understanding of how a 

superintelligent machine might function, but also because the answer may depend on what we 

choose to do during the development stage, up to the point when we lose control. This last 

observation offers some room for optimism, because it may mean that by handling the development 

judiciously we can improve the chances of a favorable outcome. However, as emphasized, e.g., by 

Yudkowsky (2008) and Bostrom (2014), this seems to be at present an almost overwhelmingly 

difficult task, but along with Tegmark (2017) they also stress that it still makes sense to start taking 

the problem seriously today in order to improve our chances of coming up with a solution in time for 

the emergence of the first superintelligent machine decades or centuries down the road. 

So our inexperience with superintelligence puts us in a situation where any reasoning about such a 

machine’s goals and motivations need to be speculative to a large degree. Yet, we are not totally in 

the dark, and the discussion need not be totally speculative and ungrounded. The main (and pretty 

much only) theoretical framework available today for grounding our reasoning on this topic is what 

in an earlier publication I decided to call the Omohundro—Bostrom theory on instrumental vs final AI 

goals (Omohundro, 2008, 2012; Bostrom, 2012, 2014; Häggström, 2016a). The two cornerstones of 

the theory are what Bostrom (2012) dubbed the Orthogonality Thesis (OT) and the Instrumental 

Convergence Thesis (ICT), which together give nontrivial and (at least seemingly) useful predictions – 

not about what will happen, but about what might plausibly happen under various circumstances. 

The OT and the ICT are, however, not precise and definite on the level that mathematical theorems 

can be: they are not written in stone, and they have elements of vagueness and tentativeness. The 

purpose of the present paper is to discuss some reasons to doubt the two theses – not with the 

intent of demonstrating that they are wrong or useless, but mostly to underline that further work is 

needed to evaluate their validity and range of applicability. Many of the ideas are already out there 

in one form or another, but my hope is that it will turn out useful to have them collected and 

discussed in conjunction.  

The rest of the paper is organized as follows. Section 2 offers a brief outline of Omohundro—

Bostrom theory, in particular spelling out the OT and the ICT. Then, in Sections 3-6, I will discuss four 

different challenges to this theory, each of which suggests the need to avoid overconfidence about 

its validity. While these sections are likely to be mostly of interest to specialists in AI futurology, the 

concluding  Section 7 offers some summarizing thoughts of relevance to a wider audience. 

 



2. The Omohundro—Bostrom framework 

A core feature of the Omohudro—Bostrom framework is to distinguish between final goals and those 

that are merely instrumental. An agent’s final goal is what the agent values as an end in itself, and 

not merely as a means towards achieving something else. An instrumental goal, in contrast, is one 

that is set up as a stepping stone towards another goal.  

Let us begin with final goals. A very common spontaneous reaction to apocalyptic AI scenarios, such 

as the so-called Paperclip Armageddon (Bostrom, 2003), where a superintelligent AI with the final 

goal of maximizing paperclip production goes on to turn our entire planet into a giant heap of 

paperclips, is this: “Surely that cannot happen, as having such a stupid goal would directly contradict 

the very notion of superintelligence. Someone who is superintelligent would of course realize that 

things like human welfare and ecosystem preservation are more important than monomanically 

producing ever-increasing numbers of paperclips.” 

The mistake here is to anthropomorphize the machine and think that just because we value human 

welfare and ecosystem preservation, the machine will do the same. This is a failure to imagine that 

even a superintelligent non-human agent might have goals and values that are very different from 

ours. It was as an antidote to such anthropomorphic thinking that Bostrom (2012) formulated the 

OT, spelled out below.  

The Paperclip Armageddon example has become a bit of a cliché, and is often criticized for being 

extreme. But as an illustration of where current AI futurology state-of-the-art stands regarding how 

extremely badly things can plausibly go unless we manage the emergence of superintelligence with 

great care and competence, it is fairly representative (although of course if things go badly the 

badness will likely manifest itself as something other than paperclips). See, e.g., Yudkowsky (2008) 

and Bostrom (2014) for more on this, and on how thin the line may be between catastrophe and 

scenarios where things go extremely well, such as along the lines described in utopian style by 

Kurzweil (2005).  

For spelling out the OT, we need to be a bit more careful than in the previous section in defining 

intelligence. Here, we take it to mean the ability to efficiently pursue and attain goals, whatever 

these goals happen to be. One may of course quibble about what is a correct and relevant definition 

of intelligence, but I claim here that in order to predict AI behavior, it helps to view intelligence and 

goals as separate entities (a view that will be problematized in Section 5, however).  

The Orthogonality Thesis (OT): More or less any final goal is compatible with more or less arbitrarily 

high levels of intelligence. 

In his formulation of OT, Bostrom (2012) omits the qualifier “arbitrarily high” (writing instead “any”), 

but I prefer to include it so as not to have to bother with possible counterexamples that combine low 

intelligence with conceptually advanced goals. That saves us from needing to worry about whether 

an agent with the intelligence level of a squirrel can have the goal of establishing truth or falsity of 

the Riemann hypothesis, at little cost in the present context of superintelligence. Bostrom does 

include the qualifiers “more or less” (in both places), underlining the statement’s lack of 

mathematical precision, and partly as a response to concrete counterexamples leading to self-

referential contradictions (more on these in Section 3).  

If our ambition, plausibly, is to find an answer to the question “What will a superintelligent machine 

be inclined to do?” that narrows down on the trivial response “anything might happen”, then the OT 

alone is obviously of very little help. The situation improves when we move on to consider 



instrumental goals and the ICT, formulated by Bostrom (2012) building heavily on the work of 

Omohundro (2008, 2012).  

The Instrumental Convergence Thesis (ICT): There are several instrumental goals that are likely to be 

adopted by a sufficiently intelligent agent in order to pursue its final goal, for a wide range of goals 

and a wide range of circumstances. 

The usefulness of the ICT is greatly enhanced by a concrete list of instrumental goals to which it 

applies. Among those discussed by Omohundro (2008) and Bostrom (2012) are the following.  

 Self-preservation: if you continue to exist and are up and running, you will be in a better 

position to work for your final goal, so don’t let anyone pull the plug on you! 

 

 Self-improvement: improvements to one’s own software and hardware design. (This in fact 

may serve as part of the motivation for why an intelligence explosion might be a plausible 

development once the AI’s intelligence exceeds a certain threshold.) 

 

 Acquisition of hardware and other resources. 

 

 Goal integrity: make sure your final goal remains intact.  

The first three of these are highly intuitive and pretty-much self-explanatory, but the fourth is 

sometimes perceived as counterintuitive: why would an AI not change its mind in case it discovers a 

better and more rewarding goal?  

The idea behind goal integrity can be conveyed in a simple example. Imagine an AI with the goal of 

maximizing paperclip production, and suppose that, perhaps triggered by some external impulse, it 

begins to wonder whether it might in fact be a better idea to pursue ecosystem preservation than to 

keep maximizing paperclip production. Should it change goals, or should it switch? When 

contemplating this, it needs some criterion to decide which goal is the better one. Since it hasn’t yet 

switched to the new goal, but is merely contemplating the switch, it still has the paperclip 

maximization goal, so the criterion will be: which goal is likely to lead to the larger number of 

paperclips? In all but some very contrived circumstances, paperclip maximimzation will win this 

comparison, so the AI will stick to that. (The same argument applies to the case where the AI 

contemplates switching to the less single-minded goal of both producing lots of paperclips and 

preserving ecosystems.) 

Later, Bostrom (2014) suggested the following highly troubling instrumental goal to which the ICT 

seems to apply as well: 

 Discretion: if your goal clashes with human values, then hide your goal and/or your 

capabilities, biding your time and quietly self-improving until you are in a sufficiently strong 

position that any human opposition can be easily overcome. 

What makes this especially troubling is that it seems to say that no matter how well things seem to 

be going, with a superintelligent AI providing all sorts of good things to make our lives better, we can 

never be sure that we are not in for what Bostrom calls the treacherous turn, where the AI suddenly 

turns against us. Danaher (2015) elaborates on this and asks (at least partly tongue-in-cheek but 

perhaps not entirely) how we can be so sure that a superintelligent AI with values disaligned with 

ours is not already hiding somewhere, quietly improving its capacity to destroy us. Perhaps, however, 

the gloomy “can never be sure” conclusion can be softened a bit. In a future scenario dominated by a 



superintelligent AI giving high priority to human well-being, that AI might show us things it can do 

that are harmless (to us) and at the same time sufficiently spectacular to convince us that it has long 

had the power to wipe us out if it wanted to. Under the right circumstances, we might then have 

good reason to believe that if the AI wanted to destroy us, it would already have done so; we could 

then conclude that its intentions are benign (to us).   

3. First challenge: there are exceptions to the orthogonality thesis 

In order for OT to mean much in practice when applied to a given final goal, we need the 

combination of high intelligence and that final goal to be stable over time at least to some extent. 

The instrumental goal of goal integrity helps in this respect. However, in connection with stating OT, 

Bostrom (2012) points out that “an intelligent agent with the urgent desire to be stupid might not 

remain intelligent for very long”. This seems right: Suppose a superintelligent machine has the final 

goal of having cognitive skills not exceeding that of a typical 20th century human in any area. Such a 

machine would likely find a way to downgrade its intelligence level quickly. Hence that final goal 

appears incompatible (other than for a short instant) with superhuman levels of intelligence.2 

Having thus admitted that there are final goals to which the OT does not apply, it becomes harder to 

argue for the OT. Vague handwaving arguments for the claim “OT holds with this-and-that 

exception” tend to be less convincing than similarly vague arguments for “OT holds – period”, 

because the existence of some counterexamples raises the suspicion that there may be others. How 

do we limit a counterexample wildfire? A more rigorous argument for OT would have to specify a 

clear-cut condition on the final goal that excludes the “be stupid” example.  

The most obvious candidate for such a condition would be to rule out self-referentiality, i.e., to 

specify the OT as “any final goal that does not refer to the AI itself is compatible with arbitrarily high 

intelligence levels”. What such self-referentiality means may on the surface appear intuitively clear, 

but how it can be made sense of in the messy physical world we inhabit it is actually not so clear.  

One problem with such a specification of OT is that it requires us to distinguish sharply between the 

AI and its environment, the difficulty of which notions like the extended phenotype (Dawkins, 1982) 

and the extended mind (Clark and Chalmers, 1998) help remind us of. Is my smartphone part of me, 

and if not, what if a suitably modified smartphone is surgically installed inside my skull along with a 

neural interface? To draw a sharp line between biological tissue and electronics seems terribly 

arbitrary, and in any case doesn’t help much when we go on from considering human agents to the 

case of AIs. Insisting on physical connectedness seems equally arbitrary – it becomes problematic 

when we zoom in on its physical basis, and in any case it does not seem like a good idea to develop 

an AI futurology that automatically refuses to accept a distributed computing system as more 

intelligent than its constituents. 

It gets worse. Even if we succeed in drawing a clear-cut borderline between the AI and its 

environment, defining “goals that do not refer to the AI itself” remains highly problematic. A 

prototypical final goal such as “maximize the number of paperclips in the universe” may look at first 

sight like it does not refer back to the AI itself, but this is wrong, because the AI is part of the 

universe. At least in principle, the AI might consider very high intelligence levels prohibited if these 
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levels require a lot of hardware, thus needing mass and space that could be instead be used for 

paperclips. If this is the case, then OT breaks down for the case of paperclip maximization. In 

practice, it seems plausible that the AI would for a very long time (billions of years) not feel this 

constraint limiting its intelligence, but would instead invest in a fair amount of self-improvement for 

the purpose of being able to produce more paperclips in the longer run. Only towards the end, when 

the AI has almost run out of raw material for paperclips within the reachable universe, it might see 

reason to limits in size, and perhaps at the very end find a way to dismantle itself into paperclips. If 

this is what happens, then very high intelligence levels turn out not to be possible to combine with 

the paperclip maximization final goal indefinitely, but still for a long enough time that it makes sense 

to say that for all practical purposes, OT applies here and now to paperclip maximization. Yet, we 

have hereby opened the door to how paperclip maximization may limit the AI’s intelligence in some 

extreme situations. This calls for humility, and for asking whether we might possibly have overlooked 

some phenomenon that puts a cap on the paperclip maximizer’s intelligence at some much earlier 

stage.  

What, then, would be a final goal that does not in any way refer back to the AI? Example are not easy 

to come up with. We could try modifying the paperclip maximization goal by stating that it is not the 

number of paperclips in the universe that counts, but the number of paperclips in the universe minus 

the AI. This, however, runs into the same concerns as the original paperclip maximizer: too big an AI 

infringes on space that might otherwise be used for paperclips, so for achieving the final goal it may 

turn out necessary to limit the AI’s size and thus also its intelligence. Even a more modest goal like 

“maximize the number of paperclips on planet Mars” has a degree of self-referentiality, because it 

seems to dictate the instrumental goal of placing itself somewhere other than on Mars, in order not 

to occupy space there that could have otherwise been used for paperclips.  

So self-referentiality appears problematic for Omohundro—Bostrom  theory, in that it has the twin 

properties of potentially setting limits to the applicability of OT and being highly prevalent in the 

class of possible final goals. Are there other properties of final goals that could similarly restrict the 

applicability of OT? One candidate, that may be obvious enough to risk being overlooked, is 

incoherence. What would it even mean for a superintelligent AI to work towards an incoherent final 

goal? In the next section, we will toy with the idea that the class of incoherent goals may be much 

bigger than expected: goals that seem to us perfectly coherent may on closer inspection in the future 

turn out to be incoherent. 

4. Second challenge: what if scientific advances dissolve the AI’s goals? 

Tegmark (2014) offers a troubling scenario: 

Suppose we program a friendly AI to maximize the number of humans whose souls go 

to heaven in the afterlife. First it tries things like increasing people's compassion and 

church attendance. But suppose it then attains a complete scientific understanding of 

humans and human consciousness, and discovers that there is no such thing as a soul. 

Now what? In the same way, it is possible that any other goal we give it based on our 

current understanding of the world (”maximize the meaningfulness of human life”, 

say) may eventually be discovered by the AI to be undefined. 

Yes, now what? The AI understands that its final goal is meaningless, so that there is no point in 

continuing to strive towards it. Whatever instrumental goal it has set up becomes equally pointless, 

because the sole purpose of the instrumental goal was to help achieve the final goal. Hence, in such a 

situation, all predictions by the ICT collapse.  



When I discuss this kind of example with thinkers who are not accustomed to Omohundro—Bostrom 

theory and related ideas in AI futurology, they sometimes suggest that the effects of the AI 

discovering the nonexistence of human souls would not be so drastic. The AI that recognizes that its 

programmed goal – “to maximize the number of humans whose souls go to heaven in the afterlife” – 

is incoherent when taken literally, would surely also be smart enough to understand that what its 

programmers actually meant was promoting Christian values more broadly, and that the best it can 

do to achieve what they want is to simply go on promoting people’s compassion, church attendance 

and so on. So it will act on that.  

I buy most of this, but not the final conclusion that the AI will “act on that”. If the AI is 

superintelligent it will indeed have the social and other skills needed to figure out what the 

programmers want and what would be needed in order to satisfy their wishes. But why should it do 

what the programmers want? As all programmers today know, as soon as there is a discrepancy 

between what they code and what they actually mean, the computer program will act on what they 

code. One might speculate that a sufficiently intelligent AI would deviate from this pattern and 

instead opt for doing whatever the programmers want, but that strikes me as exactly the kind of 

naïve anthropomorphic thinking to which OT was formulated as an antidote. Yes, we humans often 

have a tendency, when others ask us to do something, to try to figure out what they really mean and 

to act on that – especially if these others are our friends and allies. But recall that the AI’s final goal is 

“maximize the number of humans whose souls go to heaven in the afterlife” rather than “figure out 

what your programmers want and then try to make their wishes come true”. Without the latter 

being (part of) the AI’s final goal, there is little or no reason to expect the AI to decide to act in line 

with the programmers’ wishes. 

The sober conclusion, then, seems to be that we have next to nothing to go on to predict what a 

superintelligent AI is likely to do in a scenario where its final goal is discovered to be incoherent. In 

any case, Omohundro—Bostrom theory does not offer any direct predictions, and if it turns out that 

most or all of the final goals that are likely to come up in practice are susceptible to this kind of 

Tegmarkian dissolution, then the predictive power of that theory is highly diminished. 

Let me nevertheless offer, in vague outline, an expansion of Omohundro—Bostrom theory intended 

to save the day; it is highly speculative but at least has the virtue of being at least a bit more plausible 

than the optimistic “the AI will act on the programmers’ wishes” idea. Suppose for concreteness that 

the superintelligent AI’s final goal is the one outlined by Tegmark on human souls going to heaven, 

and suppose the AI discovers that the concept of a human soul is meaningless.  Suppose also that by 

this time, the AI has also formulated one or more instrumental goal – say, hardware acquisition – for 

the purpose of promoting its ultimate goal. Finally, suppose that whatever discoveries about the 

nature of reality that the AI has made (and that dissolve the notion of a human soul) leave the 

concept of hardware acquisition intact. Then what happens? 

Perhaps the most likely outcome here is that since the rationale behind hardware acquisition was to 

make the AI better at promoting the goal of helping human souls go to heaven, the discovery that 

the latter goal is meaningless will cause the AI to lose interest in hardware acquisition. But there is a 

way in which this might play out differently. Namely, suppose that when the AI adopted the 

instrumental goal of hardware acquisition, it judged that goal to be so (near-)universally beneficial to 

its final goal that this holds across all situations that it expects ever to encounter. If that is the case, 

then it may make sense for the AI to simply hardwire the instrumental goal and to decouple it from 

the final goal. Doing so may make sense as long as it saves the AI cognitive effort to just go ahead and 

pursue the instrumental goal no matter what, compared to having to constantly ask itself “would 

hardware acquisition at this point in time help promote the goal of helping human souls through the 



gates of heaven?”. If this can be shown to be a common situation, then it will put us in a better 

position to make reasonable predictions even in case of a Tegmarkian meltdown of the final goal: the 

AI will simply go on to pursue whatever instrumental goals that it has and whose concepts have 

survived that meltdown. 

5. Third challenge: what if an objectively true morality exists? 

Let us now return to the naively dismissive response to apocalyptic AI scenarios mentioned in Section 

2, namely the idea that any sufficiently intelligent agent will automatically understand that 

ecosystem preservation is more important than paperclip production. I’ll give Hall (2016) the dubious 

honor of exemplifying this discourse, with the following passage that takes aim at Bostrom (2014): 

Of course a machine that actually decided to do such a thing [as turning the universe 

into a heap of paperclips] would not be super rational. It would be acting irrationally. 

And if it began to pursue such a goal – we could just switch it off. “Aha!” cries Bostrom 

“But you cannot! The machine has a decisive strategic advantage” […]. So the machine 

is able to think creatively about absolutely everything that people might decide to do 

to stop it killing them and turning the universe into paperclips except on the question 

as to “Why am I turning everything into paperclips?” It can consider every single 

explanation possible – except that one. Why? We are not told. [Italics in original] 

Hall’s punchline here – “We are not told” – is a blatant falsehood. The AI may well consider changing 

its final goal, but due to the instrumental goal of goal integrity, there is (as noted in Section 2 above) 

good reason to think that such consideration on the AI’s part will land in it deciding to stick to its 

original final goal. This is explained at some length on p 109-111 of Bostrom (2014) – the very book 

that Hall is claiming to respond to. Hall’s choice to ignore that explanation is typical for how AI risk 

deniers choose to debate these issues; see Häggström (2018b) for an amusing example of how the 

more well-known public intellectual Steven Pinker opts for the analogous approach to another of the 

instrumental goals in Section 2 (self-preservation) just minutes after having its logic explained to him. 

See also Häggström (2016b) for a full reply to Hall’s essay. 

More generally, to put forth arguments about the incompatibility between superintelligence and 

paperclip maximization due to the inherent stupidity of the latter is to misunderstand (or ignore) OT, 

and to anthropomorphize. Of course we humans tend to consider ecosystem preservation and 

human well-being to be worthier goals than paperclip maximization, but why in the world should we 

expect a superintelligent AI to automatically arrive at the same preference (even in cases where it 

has been programmed to have the opposite preference)? 

That last question may sound rhetorical, but what I will do now is to take it as seriously as I can, and 

to suggest a possible world in which a paperclip-maximizing superintelligent AI might in fact choose 

at some point to override the instrumental goal of goal integrity and to opt instead for some more 

benign (to us) goal. And the point will be that, as far as we know, the world we live in may be of 

precisely this kind. I believe that the following four conditions (briefly sketched in Häggström, 2016b) 

will go a long way towards making possible such a benign outcome.  

(1) Moral realism is true. Whether or not there exist objectively true moral 

statements (such as perhaps “Thou shalt not kill” or “An action is morally permissible if 

and only if no alternative action leads to larger net amounts of hedonic utility in the 

world”) has long been a hotly debated issue in metaethics. Moral realism is said to be 

true if such objectively true moral statements (objective moral facts, for short) do 

exist. 



(2) Knowledge about objectively true moral statements is possible. Here, as is 

standard in the philosophical literature, we speak of knowledge in the sense of true 

justified belief. Even if moral realism is true, it might not be possible to know any of 

the objective moral facts; they might just sit out there in some Platonic realm without 

any possibility for us (or for AIs) to access them. But we are free to postulate (at least 

for the sake of argument) that they are accessible, so that beliefs we hold about 

objective moral facts can be not just true but also justified, in which case they qualify 

as knowledge. Holding such knowledge to be possible is, although terminology varies 

somewhat, a species of what is usually meant by moral cognitivism. 

(3) Moral internalism is true. If I am convinced about what is morally right to do, will 

that necessarily compel me to act on that conviction? Holding that this is the case is 

known as moral internalism. (It may seem false in view of everyday experiences such 

as me (a) being convinced about the wrongness of eating meat, and (b) eating meat. 

But a moral internalist would say that in such a situation my behavior shows that, 

contrary to what I claim, I in fact do not think it wrong to eat meat.) So if moral 

internalism is true and an agent knows the objective moral facts about what is the 

right thing to do, it will do the objectively right thing.  

(4) Objective morality favors human well-being. It is not obvious that actions in line 

with an objectively true morality will benefit us humans. Assuming moral realism to be 

true, perhaps it is far-fetched to think that the objectively true morality favors 

unconstrained paperclip production over everything else, but a far less far-fetched 

idea that the objectively right thing to do is whatever maximizes hedonic utility in the 

universe. As discussed, e.g., by Bostrom (2014) and Häggström (2016a), a 

superintelligent agent acting on such a morality might not favor human well-being (or 

even human existence). This is because human brains are probably very far from 

optimizing the amount of hedonic utility per second and kilogram of mass – or 

whatever the relevant quantity is. But if we are lucky, objective morality might 

stipulate something that actually favors our well-being sufficiently strongly not to be 

overruled by other matters.  

For further background on moral realism, moral cognitivism and moral internalism, a good place to 

start is the online Stanford Encyclopedia of Philosophy (Sayre McCord, 2015; van Roojen, 2013; 

Rosati, 2016).  

It seems to me that if assumptions (1)-(4) are true, then the emergence of a superintelligent AI is 

likely to work out in our favor, even if it had been originally programmed with a malign (for us) goal 

such as paperclip maximization. Let’s see how it plays out. If (1) and (2) are true, then there are 

objective moral truths that are knowable by some agent. Now, who would be in a better position to 

hold that knowledge than someone who is superintelligent? Thus, it is plausible (although admittedly 

not certain) that a superintelligent AI will attain knowledge about objective moral facts. If the 

behavior prescribed by these facts is compatible with promotion of the AI’s final goal, then 

presumably the AI will just continue working towards this goal. The interesting case, however, is 

where there is a conflict between what is good for that goal and what the objective moral facts 

dictate. The AI telling itself “well, to hell with those moral facts, because I want to go on maximizing 

paperclip production” and then acting on that seems like a possible outcome, but not if assumption 

(3) on moral internalism is correct. If (3) is true, then the AI will be compelled to stop working 

towards its final goal and instead to act in accordance with the objectively true morality. This is 

tantamount to dropping the final goal and replacing it with something that is compatible with the 



objectively true morality. Hence, under assumptions (1)-(3), the instrumental goal of goal integrity 

goes out the window, and with it much of the predictive power of Omohundro—Bostrom theory. 

In this scenario, the fate of humanity seems to hinge on whether or not assumption (4) is true. If (4) 

fails, for instance if the objective moral facts state maximization of the amount of hedonic utility in 

the universe as the overarching goal to strive for, then the combination of (1)-(3) may indeed save us 

from Paperclip Armageddon, but we will be killed anyway when the AI goes about turning all matter 

into hedonium (this would in a sense be good for the universe, but bad for us). But if (4) is true and 

objective morality is in line with (what reasonable people consider to be) human values and gives 

sufficient priority to promotion of human well-being, then human well-being is what we will get, and 

safety concerns related to the emergence of a superintelligent AI will turn out unnecessary, as 

claimed by Hall and other AI risk deniers.  

Now, how likely are assumptions (1)-(4) to be true? Personally, by appeal to Occam’s razor, I am 

leaning towards rejection of moral realism (Häggström, 2016a), but it must be admitted that the 

philosophical literature does not seem to offer anything remotely like a conclusive answer for or 

against this or any other of the four assumptions.  

The survey reported by Bourget and Chalmers (2014) targeting a total of 1972 faculty members at 99 

leading philosophy departments (mostly in the English-speaking world), with a response rate of 

47.2%, gave the following results. On metaethics, moral realism was favored by 56.4% (while 27.7% 

favored moral anti-realism and 25.9% other). On moral judgement, cognitivism was favored by 65.7% 

(wile 17.0% favored non-cognitivism and 17.3% other), although obviously this refers to a wider 

sense of cognitivism than the one considered here, as otherwise its popularity couldn’t plausibly 

exceed that of moral realism. On moral motivation, 34.9% favored internalism (while 29.8% favored 

externalism and 35.3% other). Here “other” lumps together a number of alternatives including 

“insufficiently familiar with the issue”, “the question is too unclear to answer” and 

“agnostic/undecided”.  

Of course such an opinion survey cannot be taken as more than very weak evidence about the truth 

on these matters, but the quoted figures nevertheless offer a hint at how wide-open the problems 

are to decide on truth or falsehood each of assumptions (1), (2) and (3). This suggests that we ought 

to take seriously both the possibility that (1)-(3) are all true, in which case Omohundro—Bostrom 

theory at least partly breaks down, and the possibility that at least one of (1)-(3) is false, in which 

case Omohundro—Bostrom theory seems to survive the challenge from moral realism.  

This leaves the question of whether assumption (4) is true or false. Here I have not come across 

anything like the Bourget—Chalmers survey to guide judgements on this issue. Still, the question 

seems fairly wide-open, and at the very least I would caution against taking for granted the idea that 

an agent acting in accordance with objectively true morality would necessarily do things that are 

well-aligned with the interests of humanity.  

6. Fourth challenge: human values are a mess 

If we believe that the Omohundro—Bostrom framework captures something important about the 

goal structure of an intelligent agent, then we should also expect its neat dichotomy of final vs 

instrumental goals to be observable in such agents. The most intelligent agent we know of is homo 

sapiens. How does the final vs instrumental goals dichotomy fare when we look at the goals held by a 

member of homo sapiens such as myself? 



I have many goals. I am about to get up from my chair and walk over to the coffee machine for the 

explicit purpose of having a cup of coffee. I aspire to finish the present paper by the submission 

deadline later this month. Later this spring I hope to complete the Göteborgsvarvet Half Marathon 

under two hours. I want to have dinner with my wife tonight. I want my pension savings to increase. I 

want my nephews and nieces to grow up and live happily in a well-functioning society. I want the 

atmospheric CO2 concentration to stabilize at the present level or preferably a bit lower (350 ppm 

would be good). And so on and so forth. 

Which of these goals are instrumental, and which are final? When I introspect, they all seem 

instrumental to me. The main reason for me to get coffee is to make it through another long session 

of writing the present paper. Finishing the paper on time serves the dual purpose of (a) keeping my 

academic career up and running, and (b) contributing to saving humanity from an AI apocalypse. The 

half marathon goal is something that I deliberately set up to motivate myself to do regular physical 

training throughout spring, which in turn serves the purpose of promoting my health. And so on. No 

matter where I look, all my goals seem instrumental to other goals. When I iterate the procedure, I 

seem to be drawn closer and closer to some sort of hedonic utilitarianism, but as soon as I think 

about the logical endpoints for such a goal – be it the vision of having all humans hooked up eternally 

via electrodes in our brain to optimal experience machines (Nozick, 1974) or the bigger project 

discussed in Section 5 of turning the universe into hedonium – I retract and refuse to admit that this 

is what I want. No matter where I look, I cannot locate any final goal. 

Perhaps a typical human has some unconscious final goal, that all her other goals are instrumental 

for. What would that be? Spreading our genes is an oft-suggested possibility, but while that may be 

our genes’ final goal (Dawkins, 1976), it seems implausible to hold that it is our final goal. I have 

deliberately (e.g., through the use of contraceptives) chosen not to have children, and this is part of 

the general tendency in my part of the world for people to purposely have much fewer children than 

they could. A perhaps somewhat more plausible candidate for an unconscious final goal is the goal 

discussed in the recent book by Simler and Hanson (2018), who go to great length to show how all 

sorts of human behavior is driven (usually unconsciously) by the desire to impress others so as to 

make them want to team up with us. Still, this is far from fitting neatly as a final goal in the 

Omohundro—Bostrom framework. It seems reasonable to hypothesize that humans do not typically 

have such a thing as a final goal. Human values are a mess. 

It might be a problem for Omohundro—Bostrom theory that it has things backwards, in the following 

sense. It starts with a (final) goal, and derives behavior from that. A more fundamental model of 

reality starts with the laws of nature governing how elementary particles and configurations of such 

things move around. In some cases, the movements of particle configurations exhibit regularity of a 

kind that deserves to be called behavior, such as when sunlight hitting an amoeba from a certain 

direction causes cytoplasm in the amoeba to flow and form a pseudopodium. Sometimes, such as 

when the formation of the pseudopodium and the following stabilization of ectoplasm causes the 

amoeba to move in the direction of the light, it may make sense to go further and adopt the so-called 

intentional stance (Dennett, 1987), which means interpreting the behavior in terms of beliefs and 

goals: we think of the amoeba as believing that sunlight comes in from a certain direction, and having 

a goal of being hit by more sunlight, and finally deciding to move in the direction of the sunlight. 

Behavior comes before goals; goal-directedness is an interpretation on top of behavior. We can 

contrast the intentional stance with the mechanistic stance, where an agent’s behavior is understood 

in terms of particle movements governed by the laws of nature. The goal-directed behavior predicted 

by the intentional stance can never override the particle movements governed by the laws of nature 

(provided a physicalist worldview), but in some cases it leads to correct predictions with much less 



work. When I walk towards the coffee machine, the intentional stance is a much more efficient in 

predicting what I will do there, compared to the bottom-up mechanistic behavior of working out how 

the particle configuration in my brain will evolve and what movements of my muscles it will cause.  

This suggests that perhaps an AI need not necessarily have a final goal, something that might 

severely limit the predictive power of Omohundro—Bostrom theory. Two arguments for why an AI 

would nevertheless have to have a final goal come naturally to mind.  

The first and more down-to-earth argument is this: an AI is always programmed by someone (a 

human programmer, or perhaps an earlier generation AI) who intends for the program to do 

something (such as winning at chess, giving beneficial medical advice, driving safely to whatever 

address the car’s passenger has specified, or maximizing paperclip production), and whatever this is, 

it will constitute the AI’s final goal. This, however, seems naïve. Programmers have been known to 

make mistakes, and as emphasized also in Section 4, as soon as there is a discrepancy between the 

programmers’ intentions and the actual code, it is the code that counts. Such discrepancies are 

always likely to happen, but perhaps even more so in neural networks and other black-box 

paradigms. Obviously such discrepancies can change the final goal, but a more radical possibility is 

that they might undermine the very existence of a final goal.  

The second and more theoretical argument is based on a general way of deducing a final goal from 

the AI’s behavior. Let’s suppose for simplicity that the AI’s behavior, as specified by its code and 

given its inner state and whatever input it gets from the environment, is deterministic (the more 

general case can be handled similarly, e.g., by treating the output of a random number generator or 

of some truly random quantum event as part of the AI’s environment). This defines a function f from 

the set of possible state/input combinations to the set of actions: for all such state/input 

combinations x, f(x) is the corresponding action taken by the AI. Next define the value V(t)=V(t, x(t), 

a(t)) to be 1 if at time t, the machine’s state/input combination x(t) and its action a(t) satisfy 

a(t)=f(x(t)), and V(t)=0 otherwise. Then the machine’s behavior will by definition be consistent with 

the goal of making sure that V(t)=1 at all times t, whence it would seem to make sense to define that 

to be its final goal. 

The value function V can be quite complicated. Even if specifying the state/input combination 

requires a mere gigabyte, and the available actions never constitute more than just a binary choice, a 

look-up table for V would need to dwarf not just the observable universe, but also the vastly bigger 

Library of Babel. Of course, V can be specified (implicitly) much more compactly by just describing in 

sufficient detail the AI itself and the mechanical laws under which it operates, but there seems to be 

no guarantee that it can be compressed much further than that. And if the description of an AI’s goal 

does not improve, in terms of simplicity, on a purely mechanistic description of it, then adoption of 

the intentional stance towards it makes no practical sense; it is better viewed as simply a piece of 

dead matter moving around according to the laws of physics.  

A legitimate question here is if an AI that does not have a comprehensible goal is at all recognizable 

as intelligent. I’ll leave that question for future work, and just note that a suitably refined “no” 

answer might rescue the idea that a sufficiently intelligent agent will always have a final goal, thereby 

improving the prospects for Omohundro—Bostrom theory to be universally or near-universally 

applicable within the realm of intelligent agents.  

A final speculation I wish to offer before concluding this section is that while the existence of a 

comprehensible final goal might not be a universal feature of all agents, perhaps it is among 

sufficiently intelligent agents such as a superintelligent AI. This would seem to follow from the 

conjunction of two premises, namely (a) that the more intelligent an agent is, the better it is at 



becoming aware of its own goal structure, including the capacity to discover the absence of a final 

goal, and (b) that a sufficiently intelligent agent realizing it doesn’t have a final goal will judge all 

actions to be pointless and stop doing anything, i.e., self-terminate. These premises are of course 

highly speculative, but they are not obviously false, and if they are true, then it follows that for 

sufficiently intelligent agents, all those that lack a final goal would quickly cease to exist, and that any 

one that remains in existence has a final goal. 

Many humans tend to obsess about the (lack of) meaning of life, whereas less intelligent animals 

such as dogs and chimpanzees appear less prone to this. This might be taken as a (weak) sign that 

humans are right at the threshold intelligence level where not having a final goal becomes untenable. 

If it turned out that there is a positive correlation between intelligence and existential depression 

among humans, then that might provide additional support for my speculation; see Karpinski et al 

(2018) for empirical findings pointing roughly in this direction, and Webb (2011) for a more informal 

discussion. 

7. Concluding remarks 

Sections 3-6 offered challenges to Omohundro—Bostrom theory from four different directions. Each 

of them contains suggestions that the OT and/or the ICT might either be false or have a severely 

limited range of applicability.  None of these suggestions are shootdowns in the way that 

counterexamples to conjectures in mathematics are, but they do serve to underline the tentative 

nature of Omohundro—Bostrom theory, and the need for epistemic humility as regards predictions 

derived from that theory. Putting the theory – or whatever variation or limitation of it that turns out 

warranted – on more rigorous foundations is an important task for improving the reliability of AI 

futurology. Until that is accomplished, future scenarios derived using Omohundro—Bostrom theory 

should not be viewed as definite predictions, and we should also be careful about taking them to 

indicate what is likely to happen, but we can still maintain that they are plausible enough to warrant 

serious attention.  

Improving Omohundro—Bostrom theory seems like a task for a narrow category of specialists in 

analytic philosophy, cognitive science and computer science, but does the present paper offer 

lessons for a broader range of scientists or even some recommendations for policy makers? Here I 

must remain rather vague. Anyone engaging in issues about the future of humanity is well-advised to 

be aware of how drastic the consequences of a superintelligence breakthrough may be, and the 

enormous uncertainty as to the more precise nature of those consequences. Even if Omohundro—

Bostrom theory were written in stone, this would be a reasonable take-home message, but the 

challenges to it discussed here reinforces the lesson even further. While calls such as that of Perdue 

(2017) to his fellow environmental scientists to try to influence the programming of a future 

superintelligent AI in favor of a final goal promoting green aspects come across as premature, it is 

probably still a good idea to have broad discussions about what we want a world with 

superintelligence to be like.  

The extreme difficulty of ensuring a safe and favorable outcome of a superintelligence breakthrough 

underlines the crucial importance of avoiding a race-like situation in AI development, where 

competitors in their ambition to be the first to reach a breakthrough are tempted to cut corners as 

regards safety aspects (Cave and ÓhÉigeartaigh, 2018). For a sober and more general discussion of 

what we need from AI governance in view of the possibility of superintelligence, see Bostrom, Dafoe 

and Flynn (2016). A tempting reply is that since we have nothing today that resembles 

superintelligence or even human-level artificial general intelligence, there is no hurry. This may 

however be a mistake not only because getting the appropriate safety measures in place is a huge 



and difficult project that may take decades or more, but also because the cited evidence for the non-

imminence of a breakthrough may be weaker than it seems (Yudkowsky, 2017).   
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