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ABSTRACT

Clasdfication d carrot and seven weal species in dgital color images are performed. The images are
segmented to separate plant from soil. Three methods for finding threshdds for segmentation are
investigated. A methodto remove unwanted ndse from segmented images is devel oped. Features of both
plant shape and plant color are calculated. Discriminant analysis with the Bayes-clasdfier is used to
perform clasdfication. The images were taken in a carrot field and the image scenes were protected
against direct sunshine. Of every species 27 images were taken yielding a total of 216images. The best
feature combination found consisted o seven features including both shape and color features. With this
combination a clasdfication rate of nearly 85% was accomplished using crossvalidation. Two o the
weed species were specially included in the study because they are by laymen dfiten mistaken as carrots.
The automatic method daveloped here showed to have problem with these weeds too, but also a third
weel, nat at all similar to carrot, was mistaken for being carrot. Classfication results based onseparate
feature groups $owed that the color features and the moment invariants among the shape features were
goodclasdfiers. With four color features a classfication rate of 70.83% was achieved and 62.96% with
two moment invariants.



SAMMANFATTNING

Klassgficering av morot och su ogrésarter i digitala fargbilder genomfdrs. Bil derna segmenteras for att
separera planta fran jord. Tre metoder for att finna troskelvarde for segmentering utreds. En metod for
att ta bort odrskat skrap i segmenterade bilder tas fram. Egenskaper, ofta kallade features, pa bade
plantors form och farg beréknas. Diskriminantanalys med Bayes-klassficerare anvands for att utfora
klassficeringen. Bildernatogsi ett morotsfalt och bil dscenen skyddades fran drekt solljus. For varje art
togs 27 hlder vilket medfor totalt 216 blder. Den béasta kombinationen av features bestod av sju
features innefattande bade form- och fargegenskaper. Med denna kombination erhdls en
klassficeringsgrad pa nastan 85% da kryssvalidering anvandes. Tva as ogésarterna var medtagna
specidlt, darfor att de ofta mistas for att vara morétter av lekméan. Den automatiska metod som
utvecklats hér visades sg ocksa ha problem med dessa tva ogrés, men den misgog aven en tredje
ograsart, som inte alls liknar morot, for att vara just morot. Resultat fran Kassficeringar baserade pa
separata feature-grupper visade att fargegenskaper och invarianta moment bland formegenskaperna var
goch klassficerare. Med fyra fargegenskaper erhdls en Kassficeringsgrad pa 70,83% och 62,92% med
tva invarianta moment.
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1 INTRODUCTION

The ability to locate and identify crop and weead automatically in dgital images could lead to many
useful inventions. In conventional agriculture there is a desire to be able to control the amount of
herbicide applied when spraying to kill weeds. There are at lest two reasons why this is desired, first the
increasing use of herbicides in agriculture is believed to be a big contribution to the pollution d the
environment and secondy herbicides are a major cost for farmers. In 1991 the world market for
herbicides was estimated to $26 800 000 00QPaice et al., 1995. Today, when spraying, the same dose
of herbicide is applied through aut the ettire field while, in fact, weeds are frequently distributed non
uniformly within afield. Theideais to apply anormal dose of herbicide where there grow alot of weeds
and apply a smaller dase where there are little or no weeads and by this reduce the amount of herbicide
used. To dothis a video camera would be mounted on the tractor or sprayer and a computer would
continuously estimate the weed density and from that estimation control the sprayer.

In organic farming the situation is different. In arganic farming herbicides are nat allowed, instead
weads are removed mechanically andto a minor extent thermally. For instance when growing vegetables
such as carrots, onions and cabbage the weeds in between the rows can be removed by special harrows,
but thereis always a band about 15 cm wide around the row that can nd be weeded by machinery. The
wedls in this band have to be removed by humans. Weeling is a very hard work. At Skrekarhyttans
Gard in Sweden, where the images for this master thesis were taken, about 100km of carrot row length
has to be weeded by humans every year. The work pays per meter and the price has during the time
period 1993- 1997 varied between 0,30 SKr to 0,90 SKr dependng on haev difficult the wealing is. It
is nat easy to find all people needed to doall the weeding, therefor there is a desire to mechanize this
work. The market for any kind d machinery in the organic farming business s today very small, in
Sweden which is considered to be at the forefront of organic farming orly about 3% of all vegetables
consumed are grown arganically. But this figure is increasing as people become more aware of the
potential side dfects of conventional agriculture. What is desired is a machine that by the use of video
cameras, image processng and robotics could remove the weeds. This might sound rather futuristic, but
could become reality if the technology is found and it is cheap enough.

A system, ether to control a sprayer or to dowealing, would have to analyze images where crop and
weals are mixed together as they are in fidds. In the sprayer application the positions of crops and
weeads do nd have to be determined, only the weed density, but in applications for organic farming the
exact positions of weeds and crop would be crucial. In this work it was decided that a carrot fiedld was to
be analyzed. Before the work begun it was considered that the real case of having images where carrot
plants be mixed with weeals, partly covering and crossng each aher, was too dfficult to be solved
within the time limit of a master thesis work. Instead, it was supposed that images of that type could be
segmented into individual plants, then the task would be to find those features that would distinguish
carrots and the weeds from each other. This is the main aim of this master thesis.

Previous works: Images taken in barley fields during the erly stages of growth were examined by
Andreasen et al. (1997 to estimated the weal density. The automatic aop area estimator was
satisfactory, but the automatic weed number estimator was nat, so the resulting weed density estimate
was unsatisfactory. The use of only to features were insufficient and problems with weeds partly
covered by crop were considered to have led to the poor result. Guyer et al. (1986 were able to
distinguish between eight species with an error probability of 8.5 - 9.8 % using eight features. By using
up to nine features of plant shape Petry & Kuhlbauch (1989 could dstinguish six weed species in
different growth stages with an average classfication rate of 82.3%. Gerhards et al. (1993 used
Fourier descriptors and shape parameters to dstinguish between 10 weed species with an average
classification rate of 81.9%.



2 IMAGE ACQUISITION

The images to be used for this project were taken in ore of the carrot fields at Skrekarhyttans Gard in
Sweden, see Figure 1. At Skrekarhyttans Gard vegetables are grown arganically using no pesticides,
herbicides or fertilizer. The particular carrot fidld was sswn on May 27 and 28. Approximately ore
week later when the carrot plants were just breaking through the surface the field was flamed to burn
weeds. After another three weeks the images were taken between June 23 and 25.

An area was sected in ore of the two carrot fields. This area was sected because it cortained many
different weed species and the weeds were sufficiently uniformly distributed. The other parts of the
carrot fields had a more one-sided weed population. In the area several weed species were more or less
common, of these seven were chasen to be in this gudy. Table 1 lists the Latin, Engish and Swedish
names of carrot and the weeals. In Table 1 the "Endish name’ is nat necessarily the name used in
Endand and for some of the species sveral other names exists. The names listed are though the ones
that will be used through out this papéigure3 andFigure4 show examples of the eight species.

Table 1. Seleded spedes

Latin name English name Swedish namd
Daucus carota L. Carrot Morot
Chenopodium album L. | Lamb’s quarters Svinmalla
Cirsium arvense (L.) ScopCanada thistle Akertistel
Fumaria officinalis L. Fumitory Jordrok
Matricaria inodora L. Mayweed Baldersbra
Polygonum persicaria L. | Ladythumb Smartweed Akerpilort
Spergula arvensis L. Corn Spurry Akerspergel
Stellaria media (L.) Vill. | Chickweed Vatarv

The sdlected area was 162 rows wide and row length varied linearly from row 1 being 50 meters up to
row 75 being 136 meters and then length decreased to 64 meters at row 162, refer to Figure 1. To locate
spots for image acquisition every sixth rows were chosen yielding a total of 27 rows. For every row a
randam number of meters were measured and from that point the row was searched backwards to find
carrot and weeds. A calculator was used to generate randam numbers between 0 and 1, that number was
multiplied with the current row length to get the position. In a few cases the end d the row was gruck
before al weed species had been found, when this happened the row was searched in the opposite
direction starting from the randam position. When a plant was found the surrounding plants were
removed with in a 10 cm radii.

Carrot and five of the weeal species were asily found, in general lessthen two meters row length had to
be searched to find them. Mayweed and fumitory were however more difficult to find. There were
though a strongargument why these two weeds gill should be in the study and that was that they are by
amateur human weeders often mistaken as carrots.

The images were taken with a Canon EOS500N still camera equipped with a 35 - 80 mm zoom lens.
The camera was mounted ona tri-pod pointing drectly towards the ground with the back of the camera
45 cm above ground leve. The lens was always zoomed to 80 mm and the automatic program for close-
up pctures was used. With these settings a picture would cover a 15 cm by 10 cm ground area. The
image scene was protected against direct sunshine with a white umbrela. A few times when the sky was



covered with dark clouds the camera automatically engaged the flash. When this happened no picture
was taken. The films were developed and transferred to Kodak Phato CD by Kodak. Since MATLAB 5
was used in this work the images had to be converted from Kodak Phato CD-format to JPG-format, this
was done with Adobe Photoshop.

On Kodak Phato CD all images come in five different resolutions; 30722048 15361024 768512,
384256 and 192128 The images are so called ‘true color’ with 8 hits per color comporent. In the
computer analysis part of this work the 768512 resolution was used to reduce calculation time. With
this resolution one pixel width corresponded to about 0,195 mm at ground level.

136m

Figure 1. Area where images where taken. Stars mark photograph spots.

The phatos were enumerated in the order they were taken. This number was included in the image scene
on a small piece of paper. In Figure 2, to the right, one can seethe number paper mounted ona stand
made of rigid paper and sted wire. The stand actually has threediff erent regions made of red, green and
blue paper respectively. This was originally intended to be used as a color normal to gve the computer
possibility to examine light condition. This were however not used.
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Figure 2. Sample image. The two vertical lines mark the sgquare ait out positi ons
and the redangle in the lower right corner was used when calculating the aut out
positi ons.

When the images had been gather the remaining main steps of the image analysis that follows were;
segmentation i.e. separating plant from soil, calculating features that gives quantitative values of what
the image contains and finaltyassification.



Figure 3. Sample images of plants; (a) Carrot; (b) Ladythumb smartweed; (c)
Canada thistle; (d) Lamb’'s quarters.
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Figure 4. Sample images of plants; (a) Maywedd; (b) Corn Spurry; (c) Fumitory; (d)
Chickweed.
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3 SEGMENTATION

To be ableto doanything useful, one must first find aut what is plant and what is il in theimages, this
is the task of segmentation. However to begin with every image was cut to a square from 768512
pixels down to 512¢512 pxes. This was dorefirst of all to cut away the number hdder and secondy to
decrease computing time by removing some of area that only contained soil. When this was to be dore
a tricky problem immediatdy was encountered. The square could na always be centered in the image,
for in some images, when the plant was small the number hdder had been placed more I€ft, toward the
midde of theimage. To be sure to cut away the number hdder the square had to be moved left. On the
other hand in images with big plants the number hdder was always placed rightmost and the plant was
nearly touching it. So having the square always moved left did nd work either. The square had to be
positioned individually for every image, figure?2 the square has been marked with to vertical lines.

To position the square automatically the position d the number hdder had to be found. This was dore
by examining red part of the hdder. In the rectande, marked in the lower right corner of Figure 2, the
centroid d the normalized red color component was calculated. Let R, G and B dencdte red, green and
blue color component respectively then the normalized red color component is

R

""R+G+B [1]
Thevalue of r ranges from 0 to 1. In the rectange, r was threshdded with the threshdd equal to 0.5 so
that pixels over 0.5 were set to ‘1’ and pixes lower were set to ‘0. Then the centroid was calculated.
An dfset was then subtracted from the x-value of the centroid to get the right cut away position and
another offset of 511 was subtracted from this position to get the left cut away position. This would
yield a image that contained no part of the number holder and with a resolution of 512*512 pixels.

3.1 THRESHOLDING

To dosegmentation, the fact that plants are more green than soil were used. L€, as before, R, G and B
denote the color components, then for each image the following was calculated

g = 255* 1 [2]

—+
R+G+B

The g-value ranged from 1 to 256. Figure 8 (a) shows the green color component of a Lamb’s quarter
and (b) shows the image of the g-value calculated from it. For every image a histogram of the g-value
was created with 256 bins. A threshdd value was then to be found so that pixds with g-value greater
than this threshdd were treated as plant pixes and lower were soil pixels. To find the threshdd from the
histogram several methods exist, three methods were eplored in this project. They will now be
described.
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Method 1: This methodis called the midpoint method Thethreshdd, T, in Figure5, isinitiated with an
arbitrary value (e.g. the center of the histogram). Then frgwith n=0

iz* h(z) iz h(z)
Mo(T,) =T py(T,) = [3]
> h@) > h@)

are calculated, marked in Figure 5. These are the means of the histogram to the left and right
respectively of §. The new threshold;Tis then constructed, with again n=0, as

T _ IJO(Tn)+u1(Tn)
n+l 2

[4]

From T4, u(T1) and po(T,) are calculated and so on Expressons [3] and [4] are repeated until T does
not change.

Figure 5. Midpoint method. The airve, h(z), is the histogram of an image to be
segmented. The threshold is calculated iteratively, starting at an arbitrary value.

When the midpoint method was tested onthe images in this project it showed to suffer from a problem.
Since the soil mode in the histograms was generally much greater than the plant mode, the midpoint
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method tended to put the threshdd in the midde of the soil mode. For splitting the soil mode in two
halves would put the threshdd right between 1, and p; because the plant mode would cortribute almost
nothing to pull py; more to the right. To solve this problem the natural logarithm of the histogram was
calculated to reduce the diff erence between the soil mode and plant mode. The new histogram was also
median filtered, which had nore or little dfect on the midpoint method but was very important in
method described next.

Method 2: In this method the minimum point between the two modes is used as the threshdd value. To
find the local minima, the global maximum is first located, marked as Sart in Figure 6. The threshdd T
isinitiated with the value of z at Sart. Then as longas h(T+1)<h(T) oneis added to T. This means that
the threshold is moved right until h(z) increase.

Start

60 T 16C

Figure 6. Using local minimum as point of threshold.

The histograms generated from the images in this work had to be median filtered before they could be
searched for local minimums. This because the search dten gd caught on spikes in the histograms.
Median filtering was dore with the width w=5 and as in the midpoint method the natural logarithm were
calculated from the histograms, this has no effect on finding the minimum but was dore for the sake of
symmetry with method 1 and also with method 3. Median filtering solved the problem with spikes, but
another problem was that in some histograms there were no local minimum. A limit was therefore
introduced, marked as Limit in Figure 6. When the search past the limit it was considered that there
existed nolocal minimum and that the search had failed. The limit had a constant value which was st
manually by observing histograms from several images. In all images with no exceptions was the soil
mode the tallest mode and it was always located left of the plant mode.

Method 3: This methodis sometimes called the minimum error method It works by fitting the sum of
two normal distributions,

P O (Z—Hl)ZD P, O (Z_uz)ZD
Z) = ex ex s 5
PO Jore, 0 207 B Vano, ®PH 207 T o]

to the histogram of an image. In [5] Y, and |, are the mean values of the two modes, o; and o, are the
standard deviation about the means and P, and P, are the a priori probabili ties of the two modes. The a
priori probabilities are constrained by

P+P, =1 [6]
which must be satisfied, so there are five unknowvn parameters. A minimum square eror approach is

used to fit p(2) to the actual histogram. To speed up calculations and to waste no effort on fitting p(2) to
the left most and right most parts of the histograms these parts were left out. This was dore by only
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calculating [5] between 0.95* 7,5 and 150 in the histograms, where z,,,, is the location d the soil mode
maximum. The error function to be minimized is then

e.= 3 [p(@-h@)| [7]

2=0.95Z,,5

where an 256-point histogram is assumed. Minimizing [7] is dore iteratively. In every step the gradient
of [7] is calculated. The gradient is a R>vector that points in the direction in which [7] increase the
stegpest. So adjusting the five parameters in the opposite direction as the gradient is pointing will
decrease the value of [7]. The iteration is continued until the parameters settle.

0.03 T T T T T
0.025
0.02
0.015
0.01

0.005

40 60 80 T 100 120 140 160

0.03 T T T T T
0.025
0.02
0.015
0.01

0.005

140 160

Figure 7. The stair shaped curvesin (a) and (b) shows histograms that are bimodal
and unimodal respedively. In each plot dashed curves show the two normal
distributions who's sum, dotted curve, is fitted to the actual histogram in the least
square ror sense.

At first when the minimum error method was tested onthe original histograms the threshdds abtained
were nat particularly good Since the soil mode was in general much bigger then the plant mode the
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cortribution to the eror function was much greater from the soil mode then from the plant mode. This
had the dfect that the normal distribution was poorly fitted to the plant mode and thereby yielding a
poar threshdd. Instead as in method 1 and 2 the natural logarithm was calculated to reduce the
diff erence between the modes. When this was dore the normal distributions were much better fitted to
the histograms and the thresholds were better.

Conclusions: The three threshdd methods were evaluated visually by observing the resulting binary
images from segmentation performed with each o the three threshdds for several images. The
threshdds obtained with the midpoint method \aried a lot, for some images the threshdd was placed too
much to the left, segmenting bright soil regions as plant. On the other hand, sometimes the threshadd
was placed too much to the right, loosing parts of the plant. Using the local minimum between the two
modes as threshdd gave good segmentation, except for those images where no local minimum was
found. The minimum error method tended to put the threshold a little bit left of the optimal threshold.

When a local minimum was found this method was used, but on those occasion, about 5% of the
images, when nominimum was found the threshdd dbtained with the minimum error method was used.
Figure8 (c) shows the resulting binary image of a lamb’s quarter.

3.2 NOISE REMOVAL

As e in Figure 8 (c) the binary image corntains sme naise. Some of the naise regions consist of just a
few pixes, these regions can be removed with a standard open-operation. To the left in Figure 8 (¢) a
larger naise region is ee. This region will nat be removed by an open-operation, instead a special
method was developed to deal with larger naise regions. First some fundamental image processng
concepts will be described.

Neighbors: The concept of neighboring pixels is important in image processng. The two most common
definitions are

4-connedivety 8-connedivety

where void squares are neighbors to black squares.

Erode & dilate: These operations are defined for binary images where ‘0’ represent background and ‘1’
represent object. Erode is the operation d changng all pixels with value ‘1’ that neighbors at least one
pixe with value ‘0’ to ‘0", neighbors in the sense of 8-conrectivety. Dilate does the opposite thing. It
changes a background pixd to ‘1’ if it has at least one neighbor pixe that is ‘1’, again using 8-
connectivety.

Open & Close: Erode and dlate can be combined to form open and close operations. In gpen, an erode
operation is followed by a dilate operation. It has the dfect of removing small pixd regions. If erode
and dlate are combined in the opposite order (i.e. first dilate followed by erode) they form a close-
operation. The close-operation will fill small holes in an object.

To the binary images obtained in this gudy an open-operation was first asserted to remove naise regions

followed by a close-operation to fill hdes in the plants. This were however nat enough, because large
naise regions did nd disappear. Instead a method was developed that first of all calculated the centroid
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of the entire binary image. The centroid was generally place some where near the midde of the plant.
When this was dore the binary image was searched for pixd regions and there size was determined as
the number of pixels they consisted df. The centroid was also calculated for every indvidual pixe
region. Finally, the size of a region was divided by the distance between the total centroid and the
centroid for that particular region and when this quotient was below a certain constant the pixe region
was removed. This method rad the dfect of removing larger regions further from the plant and leaving
the pixel region a regions that made up the plant it sdlf. As e in Figure 8 (d) the noise region to the
left of the plant and the noise regions to the right of the plant in (c) are removed.

Figure 8. Images of a Lamb'’s quarter (a) Green color component; (b) g-value; (c)
segmented binary image; (d) binary image after noise removal.
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4 DESCRIPTION OF FEATURES

4.1 SIZE DEPENDENT OBJECT DESCRIPTORS

When the pictures have been segmented into binary images ome descriptors of plant shape can be
calculated. Descriptors calculated are:

1) Area, defined as the number of pixels with value ‘1’ in a binary image.

2) Perimeter is defined as the number of pixels with value ‘1’ for which at least ore of the
eight neighboring pixels is a soil pixd, eg., the number of pixes removed by ore
erode-operation applied to a binary image. Figure 9 (b) shows the perimeter for a
fumitory.

3) Thicknessis twicethe number of shrinking steps (eimination d border pixds ore layer
per step) to make an doject within an image disappear. This is the same definition as
used by (Guyeet al., 1986).

4) Convex area is the area of the smallest convex hull that cortains all objects in an
image. The convex hull can also be described as the area formed if one would tighten a
rubber band around all objects. Figure 9 (a) shows the convex hull for a sample
fumitory.

5) Convex perimeter is the perimeter of the convex hull described in (4).

(a) (b)

Figure 9. (a) Segmented fumitory with convex hull; (b) Perimeter of the same
fumitory.
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4.2 SIZE INDEPENDENT SHAPE DESCRIPTORS

The size dependent object descriptors can be combined to produce size independent shape descriptors.
The following features were calculated:

Area

1) Formfador =4nMm————

Perimeter
2) Elongatedness= __Area (Guyeret al., 1986)

ot ~ Thickness? Y "’
) Convex__perimeter

3) Conwexity = ;

Perimeter

. Area

4) Solidity =

Convex__area

All these features are dimensionlessand independent of size. Formfactor equals one for a circle and less
than ore for all other shapes. Elongationis generally high for a long rarrow object and low for a short
wide object. This feature, however, has a problem, if the object is shart and wide but has hdes in it,
perhaps due to errors in segmentation, the object will shrink away faster than it should and yield a high
value instead o alow value. For an already convex object convexity will be close to ore and decrease
when the object becomes more straggly.

For all 216 pants these four features were calculated and the results are presented in two plots in Figure

10. These two plots $ow that each species is more or lesstightly group and that the groups overlap
each other.
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Figure 10. (a) Elongatednessvs. formfactor; (b) Convexity vs. solidity. The plots
show that there exist groupings but that they overlap each other.



4.3 MOMENT INVARIANTS

The moments are measures of how spread an dject’s area is. The moment invariants will only be
briefly described, for more details refer to (Jetial.,1989). By always considering central moments

Hoq =D 2 (x=X)P(y-y)*f(x.y) [8]

the moments become invariant to translation. In [8] f(x,y) is ‘1’ for those pairs of (x,y) that correspond
to plant pixels and ‘0’ for soil pixes. The moments are made invariant to scaling by calculating the
normalized moments, defined as

_ up,q

np,q—(H Y y=(p+q+2)/2 [9]
0,0

which makes the them independent of size. Finally the moments are made invariant to rotation and
reflection. Below the moment invariants used in this study are listed.

D, =1,0 +Noy

[10]
®, = (nz,o - l’]0,2)2 +4flf1

®5 = (Ngo = 3N12)° +(Nos —3N,.)°

®, =(Nao +N1o)* + (Nos +Nsi)?

@5 =(Ng0 = 3N12) Mg + N12)(Nap +N12)® = 3Nas +Nos)’] [11]
+(Nos = 3N2)(Nos + N2)[(Nos +N21)” = 3Ny, +N50)°]

®g =Moo ~No2)(Nao *N12)® = (No1 +Nos) ] +4N11(Ngp + Nuo)(Nos +Nsa)

The moment invariants were calculated on dpject area and also on dject perimeter. When plotting the
calculated moments they showed to be exponential, hence taking the natural logarithm would make them
more linear. One problem occurred when calculating the logarithm, because for some plants ®s and ®5
had negative values and that makes the logarithm complex. It was though early nadiced, by observing
plots, that ®,, @3, P4 Ps, and Pg contained, roughly, the same information as @, for both area and
perimeter, so for smplicity ®s, and @ were disregarded during clasgfication. The moment invariants
were given the following names:

1) area_moment_1, ;) of area.
2) area_moment_2, Ia(;) of area.
3) area_moment_3, If(;) of area.
4) area_moment_4, Ify,) of area.
5) perimeter_moment_1, Ié) of perimeter.
6) perimeter_moment_1, I;) of perimeter.
7) perimeter_moment_1, lG) of perimeter.
8) perimeter_moment_1, I) of perimeter.
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4.4 COLOR FEATURES

Six features regarding plant color were calculated. The digital color images are represented by three
color components; red, green and blue. To try to make the color features independent of different light
condtion every component was divided by the sum of al three components, e.g. the gray level, before
calculating mean value and standard deviation. Let R, G and B denate the red, green and blue
components respectively, then the new components are:

. R ) G . B >
"R+G+B ' 3" R+G+B """ R+G+B [12]

The new variables r, g and b ranges from O to 1. For every component mean value and standard
deviation was calculated. Only plant pixels, e.g. pixes with value ‘1’ in the binary image, were used
when calculating the color features, so the features are only based onplant color nat soil color. The six
color features were given the following names:

1) Red mean, mean value of red.

2) Red_std, standard deviation of red.

3) Green_mean, mean value of green.

4) Green_std, standard deviation of green.

5) Blue_mean, mean value of blue.

6) Blue_std, standard deviation of blue.
These names will be used in the classification section.
It is easy to redlize that the sum of the mean values for all three components is always equal to ore,

hence one mean value can always be derived from the two ahers. Figure 11 shows how the 216 pants
were distributed for green and blue color features.
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5 PLANT CLASSIFICATION

To doimage classfication a probabili stic approach will be used that assgn dojects into defined groups.
The statistical methodfor this classgfication is called discriminant analysis and is a common method in
image recogrition. To each species a density function is assgned called the Bayes decision function.
The density functions have parameters that are calibrated by a training set. For more detailed
information about the theories and expressons used in the discriminant analysis refer to (Gonzalez et
al., 1993).

To describe this method et us consider a case with orly two species or pattern classes and ore feature.
With meangn, andm, and standard deviatiomg ando; the Bayes decision function have the form:

d(x) = —— exg-MEP(oo) =12 [13]
P e, TP 207 g i

where x denate the pattern to be clasdfied and ¢y denate a particular pattern group or species. In this
study all species are considered equally likely to oceur, hence P(«w) is equal for every density function
and is dropped. In the 1-D case the border between the two groups can easily be found. Border is
marked as xo in Figure 12. This means that when clasdfying, a pattern o plant is said to beong to
group 1 when itg-value is below, and group 2 when it is above.

Probability density

Figure 12. Probability density functions for two 1-D pattern classes. The xq line
marks the boundary between the two classes.

In the case of multiple features and multiple species the borders, which are hyper spheres, are nat as
easily found. Instead, when classfying a plant, probability densities are calculated for all species and
the one with the highest density is the winner and the plant is classified as belonging to that species.
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In then-dimensional case, the Gaussian density of the vectorsjithtpattern class has the form:

1 01 - 0
p(X/wj):—rlzeXpHE(X_mj) Cj (X_mj)a [14]

(2.,.[) n/2 C

J

where each density function is completely specified by its mean vector m; and covariance matrix C;,
which are estimated by

m =

1
el oV 15
N2 [15]

and

~

_ 1 T T
Cj—N—jX;ixx -mm; [16]

where Nis the number of pattern vectors of clagsand the summation is taken over these vectors.

For discrimination at least three different ways of using the image data exists. First there is cross
validation a jackknifing. In this method all i mages but the image to be classfied are used to estimate
the parameters for the decision function. The image to be tested is removed from the training set. Cross
validation is the method that will be used in this gudy. Secondy there is resubstitution where the
parameters of the discriminant functions are calculated from the same set of images which is classfied
into goups (i.e training set and test set are the same). Resubstitution will be performed on the best
feature combination found for comparison with crossvalidation. Last there is a method where the
training set and test set are to dfferent sets of images. This method uses a separate group to construct
the decision function and another group for testing.

Several methods exist to select thase features that give the best clasdfication, a few of them will now be
described. There is forward-sdection, where the sdection process sarts with ore feature and all other
features are added, one at a time, to the first feature to seewhich o them increases the classfication
rate the most. The feature that was best is then sdected, there are now two features and a third is added
the same way as the second This processcortinues until no further improvement of classficationrateis
naticed. It should be said that forward-sdection daes nat guarantee to find the optimal feature
combination. The opposite way is backward-dimination. In backward-eimination the examination
starts with all features included. The task is then to remove that feature which cortributes the least to
the classfication rate. This process is repeated so that in every step the least significant feature is
eliminated. The dimination processis ended when a certain stopping rule is met. Forward-selection and
backward-elimination can be combined to form stepwise-sdection. Stepwise-sdection starts with
forward-sdection and for each feature sdected backward-dimination is applied to the sdected subset.
Thus it is possble to diminate a feature previously sdected. Other, even more refined methods exist,
but in this work forward-sdection and backward-eimination will be used for simplicity and no aher
method is therefore examined further.
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6 RESULTS

In the following sections, classfication will be performed on separate feature groups as well as on all
features together. The feature groups are; size dependent features, size independent shape features,
moment invariants and color features. Three clasdfications where all features are used, excluding the
size dependent features, are performed. Finally a clasdfication result based on a feature combination
where the size dependent features are included is presented.

In 9 of 27 images of carrots the image actually cortains two carrots sandng very close to each ather.
The second carrot plant had accddentally been l€ft in the scene, this due to sometimes rather stressul
condtions in the field, caused by sudden showers. It will be nated how these images were classfied. In
confusion matrices and brief result tables presented in the foll owing sections values in brackets ow the
number of images containing two carrots that were classified in a particular way.

In the following sections a clasdfication rate will be presented as a percent value. This clasdfication
rate is the number of correctly classfied plants divided by the total number of images (i.e. the sum of
the diagonal elements in a confusion matrix divided by 216).

6.1 CLASSIFICATION RESULTS OF SEPARATE FEATURE GROUPS

Clasdfication using separate feature groups will be examined. For each group forward-sdection was
used and the search was repeated a few times with dfferent starting feature to try to find the best
combination within that group.
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6.1.1 SIZE DEPENDENT SHAPE FEATURES

Thisisthe feature group described in 4.1, it cortains a total of five features. The foll owing combination
was the best foundarea, perimeter, convex_perimeter, thickness}.

Classification rate (%)

Number of features

Figure 13. Classfication rates for each step, seleded in order as above. When the
fifth and also last features was added the dasdfication rate deaeased.

Table 2. Confusion matrix. Rows are true spedes and columns are dassfication.

1 2 3 4 5 6 7 8
1 |[carrot 15(4)[1 1(1) 3(1) |42 |1 1(1)
2 Ladythumb 2 20 1 1 3
Smartweed
3 Canada thistle 17 4 6
4 Lamb’s 3 2 18 4
Quarters
5 Mayweed o) 1 15 1 1
6 Corn Spurry 1 1 24 1
7 | Fumitory 1 1 1 1 21 2
8 | Chickweed 2 2 3 20

Table 3. Brief results. Size dependent shape features.

Total number of | Misclassified |Weeads clasdfied | Classification rate
misclassifications | carrots as carrot

66 11(5) 12 69 44%
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6.1.2 SIZE INDEPENDENT SHAPE FEATURES.

There are four size independent shape features and they are described in 4.2 . Best combination found
include three feature§for mfactor, convexity, elongatedness}.

Classification rate (% )

20

Number of features

Figure 14. Classfication rates during forward seledion of size independent shape
features. Best clasdfication with threefeatures.

Table 4. Confusion matrix.

1 2 3 4 5 6 7 8
1 |[cCarrot 12(3) (3 1 7(4) {1(2) |2 1(1)
2 Ladythumb 20 3 3 1
Smartweed
3 [Canada thistle | 4 6 8 3 6
4 [Lamb's 4 3 12 7
Quarters
5 Mayweed 4 1 1 19 1 1
6 Corn Spurry 2 1 1 23
7 | Fumitory 12 1 1 2 11
8 Chickweed 1 2 4 5 15

Table 5. Brief results. Size independent shape featur es.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

98 15(6) 20 54. 630/0

29



6.1.3 MOMENT INVARIANTS

The moment invariants include eght features. The best combination found consisted o only two
features they were {area_moment_1, perimeter_moment_1}. No improvement was dore by addng
another moment feature. Figure 15 shows how the plants were distributed for these two features and the
lines dow the borders between the species groups if resubstitution would be used to perform
clasdfication. The borders appear to be second degreecurves as supposed. All feature combinations of
length two were tested and the best combination was the same as the one presented here.

Moment invariants
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Figure 15. Perimeter_moment_1 vs. area_moment_1 with group borders drawn.
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Table 6. Confusion matrix.

1 2 3 4 5 6 7 8
1 |[carrot 16(4) 42) |12(1) | 4(Q) | 1(2)
2 Ladythumb 1 24 1 1
Smartweed
3 Canada thistle 16 4 1 6
4 Lamb’s 1 3 14 2 4 3
Quarters
5 Mayweed 3 19 3 2
6 Corn Spurry 2 2 23
7 Fumitory 2 1 1 4 16 3
8 | Chickweed 2 1 1 3 9 3 8

Table 7. Brief results. Moment invariants featur es.

Total number of | Misclassified |Weeds classfied | Classification rate
misclassifications | carrots as carrot
80 11(5) 10 6296%
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6.1.4 COLOR FEATURES.

All six color features described in 4.4 were used. All three mean value features were included during
forward-selection even though ore can aways be derived from the two aher. Only two o them were
sdlected by the forward-seection methodfor adding the third would be redundant. The best combination
found consisted of four features and they wWeead_mean, green_mean, blue_std, green_std}.

75

Classification rate (% )

30

Number of features

Figure 16. Classfication rates for each step under forward-seledion of color
features. Best result is obtained with four features.

Table 8. Confusion matrix.

1 2 3 4 5 6 7 8
1 |carrot 18(6) 2 1 3(1) 3(2)
2 Ladythumb 1 20 5 1
Smartweed
3 | Canada thistle | 1 8 15 1 1 1
4 |[Lamb’s 2 1 22 1 1
Quarters
5 Mayweed 1 2 20 1 1 2
6 Corn Spurry |1 1 2 2 21
7 Fumitory 1 3 1 19 3
8 | Chickweed 2 2 2 1 2 18

Table 9. Brief results. Color features.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

B ) 3 70.83%
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The best pair of features were area_moment_1 and perimeter_moment_1, the second best pair were
green_mean and blue_mean. This example is included to ill ustrate the borders between species groups
formed by the Bayes classifiers.
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Figure 17. Blue_mean vs. green_mean with group borders drawn.

Table 10. Brief results. Green and blue mean value.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

89 15(3) 10 58.80%
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6.2 CLASSIFICATION RESULTSBASED ON ALL FEATURES (SIZE DEP. EXCL.)

To try to find the best feature combination forward-se ection and backward-di mination were used, but
the best combination was found by interactively adding and removing features. In 6.2.1 - 6.2.3 the size
dependent shape features are excluded to make the classfication less gecific of the exact time when the
images were taken. B3 all features are included.

6.2.1 BEST WITH FORWARD-SELECTION

The forward-sdection search was repeated a few times garting from different features to try to get
different combinations. Size dependent shape features excluded. The best combination found were

{ red_mean, green_mean, convexity, formfactor, perimeter_moment_1, red_std, elongatedness}

where features are listed in order selected.

Classification rate (% )

55

L L L L L L
1 2 3 4 5 6 7 8
Number of features

Figure 18. For the first seven features the dassfication rate increase, but when the
eighth feature is added it deaease and forward-selecion is gopped.

Table 11. Brief results. Forward-seledion.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

3 ) ! 83.80%
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6.2.2 BEST WITH BACKWARD-ELIMINATION

When backward-dimination were to be dore, red mean, area moment 3, area moment 4,
perimeter_moment_3 and perimeter_moment_4 had to be excluded because they were redundant and
inaccuracies may occur from computing the inverse of almost nonsingular covariance matrices. The
following combination was found {red_std, green_mean, blue mean, Dblue std, formfactor,
elongatedness, solidity, perimeter_moment_1}.

86

82

o)
[=]

Classification rate (%)
~
[

-
[<2]

741

- : : : : :
13 12 11 10 9 8 7
Number of features

Figure 19. Classfication rate increase as features are removed during backward-
elimination. Best combination with eight features.

Table 12. Brief results. Backward-€elimination.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

3 50) 3 84.26%
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6.2.3 BEST COMBINATION

The best combination found with the size dependent shape features excluded was: { g_mean, b_mean,
area_moment_1, formfactor, b_std, perimeter_moment_1, elongatedness}

90

Classification rate

30

Number of features

Figure 20. Plot shows how classfication rate increase when features are added.

Table 13. Confusion matrix.

1 2 3 4 5 6 7 8

1 |carrot 19(6) 5(2) |2(1) 1
2 Ladythumb 25 1 1

Smartweed
3 Canada thistle 1 22 4
4 Lamb’s 1 2 24

Quarters
5 Mayweed 3 22 2
6 |[ComnsSpurry |3 24
7 Fumitory 2 1 1 22 1
8 Chickweed 1 1 25

Table 14. Brief results. 7 - best features.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

33 83 8 84.72%
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Figure 21 shows those carrots that were correctly classfied, Figure 22 shows misclassfied carrots and
Figure23 shows those weeds that were classified as carrot.

The 7 - best features were also tested with resubstitution instead o crossvalidation. The following
results were obtained.

Table 15. Confusion matrix.

1 2 3 4 5 6 7 8

1 |[carrot 20(6) 5(2) |2(1)
2 Ladythumb 26 1

Smartweed
3 Canada thistle 26 1
4 Lamb’s 27

Quarters
5 Mayweed 25 2
6 |[ComSpurry |1 26
7 | Fumitory 1 1 24 1
8 Chickweed 1 26

Table 16. Brief results. 7 - best featur es with resubstitution.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

16 3 2 92.59%
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Figure 21. Corredly classfied carrots.
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Figure 23. Wedls classfied as carrots.
Spurry; (g) - (h) Fumitory.

(a) - (c) Maywedd; (d) - (f) Corn
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6.3 CLASSIFICATION RESULTS BASED ON ALL FEATURES (SIZE DEP. INCL.)

This combination was found by manually adding and removing features. It includes eight features:

{red_std, green_mean, blue_mean, blue_std, formfactor, convexity, convex_perimeter, thickness}

Table 17. Confusion matrix.

1 2 3 4 5 6 7 8
1 |carrot 21(8) 1 4 1(1)
2 Ladythumb 25 1 1
Smartweed
3 Canada thistle 1 24 1 1
4 Lamb’s 1 1 24 1
Quarters
5 Mayweed 2 21 4
6 |[ComnSpurry |2 25
7 Fumitory 1 1 3 20 2
8 Chickweed 1 2 24

Table 18. Brief results.

Total number of | Misclassified |Weeads classfied | Classification rate
misclassifications | carrots as carrot

32 o) ° 85.19%
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/ DISCUSSION

Critical assessment of classification rates

Themost important classficationis that between carrots and weeds. Crucial figures are then hov many
carrots are misclassfied as weeds and hav many weeds are misclassfied as carrots. Lessimportant are
those weeds that are misclassfied as anather weed species. The feature combination that give the overall
best clasdfication rate does nat necessarily give the best clasdfication between carrots and weels. The
best feature combination found (size dependent features excluded) presented in 6.2.3 misclassfied eight
carrots and clasdfied eight weals as carrots, whereas, for instance, the combination found with
forward-sdection (6.2.1) misclassfied orly seven carrots and classfied seven weeds as carrots but had
alower overall classficationrate. A clasdfication with orly two groups, carrots and weeds, could gve
a different result.

If the figuresin Table 11 would be interpreted as that a potential weeding machine would remove 7 out
of 27 carrots and replace them with 7 weed plants then this would by far be much worse than what a
human can da Still this interpretationis very optimistic. This would suggest that better features of both
shape and color have to be developed to increase classification rate.

Comparison with human weeders

Two weel species in this gudy are of special interest, because they are by human weeders smetimes
mistaken as carrots. These two weel species are fumitory and mayweed, where fumitory is the one that
cause most problems. Carrot and fumitory have similar shapes which can be seen by comparing Figure
3 (a) with Figure 4 (c). Clasdfication based on ory size independent shape features, presented in Table
4, show that as many as 12 fumitory are misclasdfied as carrots. To get the amateur weeders to learn to
separate carrot and fumitory they are told to look at the difference in color. This we can do too by
looking at the color features. If Table 8, confusion matrix of four color features, is gudied it shows that
there is no misclasdfication in ether direction between carrot and fumitory. This dhows that the
automatic method developed here has the same problem and solution to the problem as humans when it
comes to separating carrot and fumitory.

The second weed, mayweed, is nat at al mistaken as carrot as often as fumitory, but it happens and by
comparing Figure 3 (a) with Figure 4 (a) one can seethat they, in a way, are quite similar in shape.
Again Table 4, confusion matrix of size independent shape features, shows that 7 carrots are classfied
as mayweal and that 4 mayweeal are classfied as carrot. Table 6, confusion matrix of moment
invariants, also show a misclassfication in both drection. In this case there is no easy tip to gve to the
weeders and no feature group does entirely separate carrot and mayweed.

Finally when all features are combined, Table 13 shows, as could be epected, that a few carrots are
classfied as mayweed and fumitory and that some of these two weeal species are classfied as carrots.
Beside this, Table 13 also shows that one carrot is clasdfied as chickweead and three corn spurry are
clasdfied as carrot. Thisis rather surprising because chickweed and corn spurry are very different from
carrot and human weeders never mistake them as carrots.

Two features of the convex hull were introduced, solidity and convexity, as an attempt to separate
carrot and corn spurry. The hypothesis was that the longand rarrow leaves of a corn spurry would span
a great convex area wheress the actual area would be small. These two new features did hovever not
solve the problem.

Images with two carrots

In the results, special notes have been made about those carrot images that contained two carrot plants.
It could be expected that for the shape features these images would be overrepresented among the
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misclasdfied carrots while there should be no owerrepresentation d them among the misclassfieds for
color features. From Table 5 we have that 15 of 27 carrots are misclassfied, 6 images of thase 15
contain two carrots. This means that overall 56% (15/27) of the carrots are misclassgfied, 67% (6/9) of
the two carrot images are misclassfied and 50% (15-6)/(27-9) of the sinde carrot images are
misclasdfied. These figures $ow that the two carrot images are slightly overrepresented among the
misclasdfied carrots. The moment invariants also show an owerrepresentation d two carrot images
among the misclassifieds. While as expected the color features shows no uneven distribution.

This indcates that the shape features are sensitive to whether a plant can be ettirdly separated from all
other plants even if the neighboring plants belong to the same species.

Plants covered with sand

Some plants were partly covered with sand. This was considered to have been caused by recurring
showers that made the sandy soil bounce up on the leaves. The problem was most common with carrots
and Canada thistles even though some other plants also had minar regions covered with sand. When the
images were threshdded the plant parts covered with sand were lost since they were no long green
enough. No attempt was made to deal with this problem. For all feature combinations where all features
are used, carrot is always the species that has the indvidually worst clasdfication rate, this could be
caused by bad segmentation.

The problem with plants covered with sand will most likely occur in any application and ways to deal
with it must be found. It should be pointed aut that a human doserving the phatographs of plants have
no problem to tell if a sand region is actual soil background or plant covered with sand.

Choice of size dependent and size independent features

In section 6.2 the size dependent shape features, such as area and perimeter, have been excluded to
make the clasdfication less pecific of the exact time when the images were taken. The carrots are sown
at one time and germinate in a narrow time period while weeds germinate all the time, the size of the
carrots could therefore be more compactly distributed than the size of the weeds. Including size
dependent features could improve classification, but segiBshows only a minor increase.

Sampling plan for choice of plants

The purpose of the image acquisition plan was to get pictures of plants where no subjective chaces had
been made concerning which plant to be selected. The shape of the sdected area, Figure 1, makes the
rows in the midde of the area longer than the rows at the aldges. Since images only were acquired at one
spot per every sixth row there are actually fewer spots per area in the midde of the fidd than at the
edges. This means that, statistically the acquired images do nd represent the field correctly, but this is
not important since the aim was only to get images of plants with varying size and shape.

Applicability of methods

The methods developed in this gudy assumes that images where crops and weels are mixed together
can be segmented into indvidual plants. This assumption is highly questionable, for in the real images
plants will partly cover each aher making it impossble to seeall plants entirely. This gudy suggests
that simple features of shape and color can be used to classfy between weeds and carrots quite well, but
probably na goodenoughfor any useful application. The features used here can hqoefully be applied to
do clasdficationin the real type of images, but they can nd be applied as smply and straight forward
as in this study.
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