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#### Abstract

An integro-differential equation involving a convolution integral with a weakly singular kernel is considered. The kernel can be that of a fractional integral. The integro-differential equation is discretized using the discontinuous Galerkin method with piecewise constant basis functions. Sparse quadrature is introduced for the convolution term to overcome the problem with the growing amount of data that has to be stored and used in each time-step. A priori and a posteriori error estimates are proved. An adaptive strategy based on the a posteriori error estimate is developed. Finally, the precision and effectiveness of the algorithm are demonstrated in the case that the convolution is a fractional integral. This is done by comparing the numerical solutions with analytical solutions.
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## 1. Introduction

Fractional order operators (integrals and derivatives) have proved to be very suitable for modeling memory effects of various materials and systems of technical interest. In particular, they are very useful when modeling viscoelastic materials, see, e.g., $[3,4,10]$. The drawback of these models is that, when the response is integrated numerically, the whole previous stress or strain history must be included in each timestep. Rather few algorithms for integrating viscoelastic responses (integral equations with singular kernels) are available. Most of them are based on the Lubich convolution quadrature for fractional order operators, see [11] and, e.g., [8]. The Lubich convolution quadrature requires uniformly distributed time-steps. This is a cumbersome restriction, in particular, when analyzing non-linear viscoelastic responses. Furthermore, it is not possible to use adaptivity and goal oriented error estimates. It also restricts the possibility to use sparse

[^0]time history. In the present work we discuss these difficulties in the context of the following integro-differential equation
\[

$$
\begin{align*}
& u_{t}(t)+\int_{0}^{t} \beta(t-s) A u(s) \mathrm{d} s=f(t), \quad t \in(0, T)  \tag{1.1}\\
& u(0)=u_{0}
\end{align*}
$$
\]

where $u_{t}=\mathrm{d} u / \mathrm{d} t$ and $A$ is a self-adjoint, positive definite, linear operator on a separable Hilbert space $H$ with inner product $(\cdot, \cdot)$ and norm $\|\cdot\|$. The operator $A$ may be unbounded with domain of definition $D(A) \subset H$, but we assume that it has compact inverse, so that the spectral theorem applies. In applications $H$ could typically be $L_{2}(\Omega)$ for some spatial domain $\Omega$, and $A$ an elliptic partial differential operator with respect to the spatial variables, or the finite element approximation of such an operator. The abstract Hilbert space framework makes it possible to discuss time discretization without going into details about the spatial approximation. We assume that the data $u_{0} \in H$ and $f(t) \in H$ are such that the equation has a unique, appropriately regular solution.

The kernel function $\beta$ may be weakly singular but integrable. More precisely, we assume that $\beta$ is realvalued, belongs to $L_{1}(0, T)$, and positive definite in the sense that, for any $T \geqslant 0$,

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{t} \beta(t-s) \varphi(s) \varphi(t) \mathrm{d} s \mathrm{~d} t \geqslant 0, \quad \forall \varphi \in L_{2}(0, T) \tag{1.2}
\end{equation*}
$$

Our chief example is

$$
\begin{equation*}
\beta(t)=\frac{1}{\Gamma(\alpha)} \frac{1}{t^{1-\alpha}}, \quad 0<\alpha \leqslant 1 \tag{1.3}
\end{equation*}
$$

for which the convolution integral can be interpreted as an integral of fractional order $\alpha$, see, e.g., the textbook [15], and (1.1) can be written as

$$
\begin{align*}
& u_{t}(t)+D^{-\alpha}[A u](t)=f(t), \quad t \in(0, T),  \tag{1.4}\\
& u(0)=u_{0},
\end{align*}
$$

where the operator $D^{-\alpha}$ is the fractional order integral. In the limit $\alpha=0$ the kernel $\beta$ approaches the delta function and we obtain the parabolic equation

$$
u_{t}+A u=f ; \quad u(0)=u_{0},
$$

while specializing to $\alpha=1$ results in

$$
u_{t}+\int_{0}^{t} A u(s) \mathrm{d} s=f
$$

which is equivalent to the hyperbolic equation

$$
u_{t t}+A u=f_{t} ; \quad u(0)=u_{0}, \quad u_{t}(0)=f(0)
$$

This means that by varying the fractional integral exponent we obtain a link between parabolic behavior, (e.g., heat conduction) and hyperbolic behavior, (e.g., wave propagation).

Here we develop an adaptive algorithm with a priori and a posteriori error estimates for solving (1.1). The a posteriori error estimate forms the basis for the adaptive strategy. For the numerical integration we adopt the discontinuous Galerkin method with piecewise constant basis functions. To overcome the problem with the growing amount of data, that has to be stored and used in each time-step, we introduce sparse quadrature for the convolution integral. Sparsely distributed time-steps are used in the distant part of the history while small steps are used in the most recent part. The idea is to break up the convolution
structure by using piecewise linear interpolants between the large steps in the distant part of the history. This was first studied in $[16,18]$.

The present work is a further development of the study by McLean et al. [13]. Indeed, they allowed variable time-steps and introduced sparse quadrature, but their study was limited to a priori error estimates.

Similar considerations apply to fractional order differential equations, $D^{\alpha} u+A u=f$, which can be rewritten as Volterra integral equations of the second kind by applying the integral operator $D^{-\alpha}$, see [6]. The kernel function in the resulting integral equation is then of the same kind as in the present study. Fractional differential equations are studied in this way in [5-7]. The numerical schemes are based on the Lubich convolution quadrature and therefore need equispaced grids, or alternatively logarithmically distributed time-steps, as in [9]. This prevents the use of adaptivity and sparse quadrature. These issues will be addressed in the forthcoming paper [2] using the methods of the present work.

## 2. The discontinuous Galerkin method

Let $0=t_{0}<t_{1}<\cdots<t_{n-1}<t_{n}<\cdots<t_{N}=T$ be a temporal mesh with time intervals $I_{n}=\left(t_{n-1}, t_{n}\right)$ and steps $k_{n}=t_{n}-t_{n-1}$. We define the finite element space (with subscript $D$ for "discrete")

$$
\begin{equation*}
\mathscr{W}_{D}=\left\{w: w(t)=w_{n} \quad \text { for } t \in I_{n}, w_{n} \in D(A), n=1, \ldots, N\right\} . \tag{2.1}
\end{equation*}
$$

Note that $w \in \mathscr{W}_{D}$ may be discontinuous at $t=t_{n}$; we write $w_{n}=\left.w\right|_{I_{n}}=w_{n}^{-}=w_{n-1}^{+}$and we let $[w]_{n}=w_{n}^{+}-$ $w_{n}^{-}=w_{n+1}-w_{n}$ denote the jump.

The approximation $U \in \mathscr{W}_{D}$ of the solution $u$ of (1.1) is given by

$$
\begin{align*}
& U \in \mathscr{W}_{D}, \quad \text { with } \quad U_{0}^{-}=u_{0}, \quad \text { and } \quad \text { for } n=1, \ldots, N, \\
& \int_{I_{n}}\left(U_{t}(t)+\int_{0}^{t} \beta(t-s) A U(s) \mathrm{d} s-f(t), v(t)\right) \mathrm{d} t+\left([U]_{n-1}, v_{n-1}^{+}\right)=0 \quad \forall v \in \mathscr{W}_{D} . \tag{2.2}
\end{align*}
$$

Here $(\cdot, \cdot)$ denotes the inner product in $H$. Since the functions in $\mathscr{W}_{D}$ are piecewise constant with respect to $t$, we get

$$
\begin{equation*}
\frac{U_{n}-U_{n-1}}{k_{n}}+q_{n}(A U)-\bar{f}_{n}=0, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{f}_{n}=\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}} f(t) \mathrm{d} t, \\
& q_{n}(A U)=\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}} \int_{0}^{t} \beta(t-s) A U(s) \mathrm{d} s \mathrm{~d} t \\
& \quad=\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}} \sum_{j=1}^{n} \int_{t_{j-1}}^{t_{j} \wedge t} \beta(t-s) A U_{j} \mathrm{~d} s \mathrm{~d} t=\sum_{j=1}^{n} k_{j} \omega_{n j} A U_{j},  \tag{2.4}\\
& \omega_{n j}=\frac{1}{k_{n} k_{j}} \int_{t_{n-1}}^{t_{n}} \int_{t_{j-1}}^{t_{j} \wedge t} \beta(t-s) \mathrm{d} s \mathrm{~d} t, \quad t_{j} \wedge t=\min \left(t_{j}, t\right) .
\end{align*}
$$

This is a variant of the backward Euler method, where the source term $f$ and the convolution integral enter in the form of averages instead of point values. In each time-step we have to solve a linear equation for $U_{n}$, namely,

$$
\begin{equation*}
\left(I+k_{n}^{2} \omega_{n n} A\right) U_{n}=U_{n-1}-k_{n} \sum_{j=1}^{n-1} k_{j} \omega_{n j} A U_{j}+k_{n} \bar{f}_{n} . \tag{2.5}
\end{equation*}
$$

Since $\omega_{n n}>0$ and $A$ is positive definite, it is clear that (2.5) has a unique solution. In the case of the weakly singular kernel (1.3) we have

$$
\begin{equation*}
k_{n}^{2} \omega_{n n}=\frac{k_{n}^{1+\alpha}}{\alpha(1+\alpha) \Gamma(\alpha)} \tag{2.6}
\end{equation*}
$$

In addition to the finite element space $\mathscr{W}_{D}$ we introduce the space $\mathscr{W}$ of functions with values in $D(A)$ that are piecewise smooth with respect to the temporal mesh. Note the inclusion $\mathscr{W}_{D} \subset \mathscr{W}$ and that the error $e=U-u \in \mathscr{W}$.

We define the bilinear form $B: \mathscr{W} \times \mathscr{W} \rightarrow \mathbf{R}$ by

$$
\begin{align*}
B(w, v) & =\sum_{n=1}^{N} \int_{I_{n}}\left(w_{t}(t)+\int_{0}^{t} \beta(t-s) A w(s) \mathrm{d} s, v(t)\right) \mathrm{d} t+\sum_{n=1}^{N-1}\left([w]_{n}, v_{n}^{+}\right)+\left(w_{0}^{+}, v_{0}^{+}\right) \\
& =\sum_{n=1}^{N} \int_{I_{n}}\left(w(t),-v_{t}(t)+\int_{t}^{T} \beta(s-t) A v(s) \mathrm{d} s\right) \mathrm{d} t+\sum_{n=1}^{N-1}\left(w_{n}^{-},-[v]_{n}\right)+\left(w_{N}^{-}, v_{N}^{-}\right), \tag{2.7}
\end{align*}
$$

where the second variant is obtained by integration by parts:

$$
\int_{I_{n}}\left(w_{t}, v\right) \mathrm{d} t=\int_{I_{n}}\left(w,-v_{t}\right) \mathrm{d} t+\left(w_{n}^{-}, v_{n}^{-}\right)-\left(w_{n-1}^{+}, v_{n-1}^{+}\right)
$$

and rearrangement of the jump terms and the convolution integral.
By adding Eqs. (2.2) and the identity $\left(U_{0}^{-}, v_{0}^{+}\right)=\left(u_{0}, v_{0}^{+}\right)$, that determine the finite element solution $U$ up to time $t_{N}=T$, we obtain

$$
\begin{equation*}
U \in \mathscr{W}_{D}: B(U, v)-\int_{0}^{T}(f, v) \mathrm{d} t-\left(u_{0}, v_{0}^{+}\right)=0 \quad \forall v \in \mathscr{W}_{D} \tag{2.8}
\end{equation*}
$$

We recall from (1.1) that the exact solution satisfies

$$
\begin{equation*}
u \in \mathscr{W}: B(u, v)-\int_{0}^{T}(f, v) \mathrm{d} t-\left(u_{0}, v_{0}^{+}\right)=0 \quad \forall v \in \mathscr{W} \tag{2.9}
\end{equation*}
$$

The a posteriori error estimate is based on the residual of the computed solution, which is the linear functional $r: \mathscr{W} \rightarrow \mathbf{R}$ defined by

$$
\begin{equation*}
\langle r, v\rangle=B(U, v)-\int_{0}^{T}(f, v) \mathrm{d} t-\left(u_{0}, v_{0}^{+}\right) \quad \forall v \in \mathscr{W} . \tag{2.10}
\end{equation*}
$$

With this notation (2.8) becomes

$$
\begin{equation*}
\langle r, v\rangle=0 \quad \forall v \in \mathscr{W}_{D}, \tag{2.11}
\end{equation*}
$$

reflecting that this is a Galerkin method.
Using (2.9) and (2.10) we obtain, with $e=U-u$,

$$
B(e, v)=B(U, v)-B(u, v)=B(U, v)-\int_{0}^{T}(f, v) \mathrm{d} t-\left(u_{0}, v_{0}^{+}\right)=\langle r, v\rangle \quad \forall v \in \mathscr{W} .
$$

This means that the error satisfies the equation

$$
\begin{equation*}
e \in \mathscr{W}: B(e, v)=\langle r, v\rangle \quad \forall v \in \mathscr{W} . \tag{2.12}
\end{equation*}
$$

Note that this is of the same form as (2.9) but with the data terms $\left(u_{0}, v_{0}^{+}\right)+\int_{0}^{T}(f, v) \mathrm{d} t$ replaced by the residual.

## 3. A priori error estimate

The following a priori error estimate is Theorem 6.1 in [13]. We repeat the proof, expressed in our present notation. We recall that $\|\cdot\|$ denotes the norm in $H$.

Theorem 3.1. Let $u$ and $U$ be the solutions of (2.9) and (2.8), respectively. Let $\tilde{u} \in \mathscr{W}_{D}$ denote the piecewise constant interpolant determined by $\tilde{u}(t)=u\left(t_{n}\right)$ for $t \in I_{n}$. Then, for all $t_{N} \geqslant 0$,

$$
\left\|U_{N}-u\left(t_{N}\right)\right\| \leqslant 2\|\beta\|_{L_{1}\left(0, t_{N}\right)} \int_{0}^{t_{N}}\|A(u(t)-\tilde{u}(t))\| \mathrm{d} t \leqslant 2\|\beta\|_{L_{1}\left(0, t_{N}\right)} \sum_{n=1}^{N} k_{n} \int_{I_{n}}\left\|A u_{t}(t)\right\| \mathrm{d} t
$$

Proof. We begin by showing that the bilinear form $B$ is positive. By adding the first and second variants of $B(v, v)$ in (2.7) we get

$$
B(v, v)=\frac{1}{2}\left\|v_{N}^{-}\right\|^{2}+\frac{1}{2}\left\|v_{0}^{+}\right\|^{2}+\frac{1}{2} \sum_{n=1}^{N-1}\left\|[v]_{n}\right\|^{2}+\int_{0}^{t_{N}} \int_{0}^{t} \beta(t-s)(A v(s), v(t)) \mathrm{d} s \mathrm{~d} t .
$$

Let $\lambda_{j}>0$ be the eigenvalues of $A$ and $\varphi_{j}$ a corresponding ON -basis of eigenvectors. Writing $v(t)=$ $\sum_{j=1}^{\infty} \hat{v}_{j}(t) \varphi_{j}, \hat{v}_{j}=\left(v, \varphi_{j}\right)$ and using (1.2), we get

$$
\int_{0}^{t_{N}} \int_{0}^{t} \beta(t-s)(A v(s), v(t)) \mathrm{d} s \mathrm{~d} t=\sum_{j=1}^{\infty} \lambda_{j} \int_{0}^{t_{N}} \int_{0}^{t} \beta(t-s) \hat{v}_{j}(s) \hat{v}_{j}(t) \mathrm{d} s \mathrm{~d} t \geqslant 0 .
$$

Therefore,

$$
B(v, v) \geqslant \frac{1}{2}\left\|v_{N}^{-}\right\|^{2} \quad \forall v \in \mathscr{W} .
$$

Let $e=(U-\tilde{u})+(\tilde{u}-u)=\theta+\rho$. Then

$$
B(\theta, v)=B(e, v)-B(\rho, v)=-B(\rho, v) \quad \forall v \in \mathscr{W}_{D}
$$

since $B(e, v)=0$ in view of (2.12) and (2.11). We choose $v=\theta$ here, to get

$$
\left\|\theta_{N}^{-}\right\|^{2} \leqslant 2|B(\rho, \theta)| .
$$

Moreover, using the second variant of $B(w, v)$ in (2.7), and the fact that $\rho_{n}^{-}=0$, we get

$$
\begin{aligned}
B(\rho, \theta) & =\sum_{n=1}^{N} \int_{I_{n}}\left(\rho(t),-\theta_{t}(t)+\int_{t}^{t_{N}} \beta(s-t) A \theta(s) \mathrm{d} s\right) \mathrm{d} t+\sum_{n=1}^{N-1}\left(\rho_{n}^{-},-[\theta]_{n}\right)+\left(\rho_{N}^{-}, \theta_{N}^{-}\right) \\
& =\int_{0}^{t_{N}} \int_{t}^{t_{N}} \beta(s-t)(\rho(t), A \theta(s)) \mathrm{d} s \mathrm{~d} t=\int_{0}^{t_{N}} \int_{0}^{t} \beta(t-s)(A \rho(s), \theta(t)) \mathrm{d} s \mathrm{~d} t .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
|B(\rho, \theta)| \leqslant \int_{0}^{t_{N}} \int_{0}^{t} \beta(t-s)\|A \rho(s)\|\|\theta(t)\| \mathrm{d} s \mathrm{~d} t \leqslant\|\beta\|_{L_{1}\left(0, t_{N}\right)} \int_{0}^{t_{N}}\|A \rho(s)\| \mathrm{d} s \max _{0 \leqslant t \leqslant t_{N}}\|\theta(t)\| . \tag{3.1}
\end{equation*}
$$

Putting these things together, recalling that $\left.\theta\right|_{I_{n}}=\theta_{n}^{-}=\theta_{n}$, we arrive at

$$
\left\|\theta_{N}\right\|^{2} \leqslant 2\|\beta\|_{L_{1}\left(0, t_{N}\right)} \int_{0}^{t_{N}}\|A \rho(t)\| \mathrm{d} t \max _{1 \leqslant n \leqslant N}\left\|\theta_{n}\right\|,
$$

This holds for all $N$ and the right side is increasing with respect to $N$. With $\widetilde{N}$ chosen so that $\left\|\theta_{\tilde{N}}\right\|=\max _{1 \leqslant n \leqslant N}\left\|\theta_{n}\right\|$, we therefore have

$$
\left\|\theta_{\tilde{N}}\right\|^{2} \leqslant 2\|\beta\|_{L_{1}\left(0, t_{N}\right)} \int_{0}^{t_{N}}\|A \rho(t)\| \mathrm{d} t\left\|\theta_{\tilde{N}}\right\|
$$

which proves the first error estimate, because $U_{N}-u\left(t_{N}\right)=\theta_{N}$. The second one follows by noting that

$$
\int_{I_{n}}\|A \rho(t)\| \mathrm{d} t=\int_{I_{n}}\left\|\int_{t}^{t_{n}} A u_{t}(s) \mathrm{d} s\right\| \mathrm{d} t \leqslant k_{n} \int_{I_{n}}\left\|A u_{t}(s)\right\| \mathrm{d} s
$$

## 4. A posteriori error estimate

In order to obtain a representation of the error we introduce the adjoint problem with arbitrary data $\phi \in H$ and $T=t_{N}$ :

$$
\begin{align*}
& -\psi_{t}(t)+\int_{t}^{T} \beta(s-t) A \psi(s) \mathrm{d} s=0, \quad t \in(0, T),  \tag{4.1}\\
& \psi(T)=\phi
\end{align*}
$$

By the transformation $t \mapsto T-t$, Eq. (4.1) takes the same form as (1.1) with $f=0$, whose solution we denote by $u(t)=E(t) u_{0}$ following [12]. The solution of (4.1) is thus $\psi(t)=E(T-t) \phi$.

Eq. (4.1) is the adjoint of (2.12). Using the second variant of (2.7) it can be written in weak form as

$$
\begin{equation*}
\psi \in \mathscr{W}: B(w, \psi)=\left(w_{N}^{-}, \phi\right) \quad \forall w \in \mathscr{W} . \tag{4.2}
\end{equation*}
$$

Using $w=e$ in (4.2) and $v=\psi$ in (2.12) we obtain

$$
\begin{equation*}
\left(e_{N}^{-}, \phi\right)=\langle r, \psi\rangle=\left\langle r, E\left(t_{N}-\cdot\right) \phi\right\rangle . \tag{4.3}
\end{equation*}
$$

This equation is the basis for our a posteriori error estimates. It expresses the error in terms of the residual $r$, which tells how well the approximate solution satisfies the original equation, and the adjoint solution $\psi$, which captures the stability properties of the error equation (2.12).

In the case of the weakly singular kernel (1.3) we recall from ([12, Theorems 5.1, 5.5]) the stability estimates

$$
\begin{align*}
& \|\psi(t)\| \leqslant\|\phi\|, \quad t \in[0, T],  \tag{4.4}\\
& \left\|\psi_{t}(t)\right\| \leqslant C_{\alpha}(T-t)^{-1}\|\phi\|, \quad t \in[0, T) . \tag{4.5}
\end{align*}
$$

In the following theorem we present a sequence of increasingly larger a posteriori error estimates.
Theorem 4.1. Let $u$ and $U$ be the solutions of (2.9) and (2.8), respectively, and let $\psi(t)=E\left(t_{N}-t\right) \phi$ be the solution of (4.1). Let

$$
\begin{equation*}
R(t)=\int_{0}^{t} \beta(t-s) A U(s) \mathrm{d} s-f(t) \tag{4.6}
\end{equation*}
$$

and let $\bar{\psi} \in \mathscr{W}_{D}$ denote the orthogonal projection of $\psi$ onto the space of piecewise constant functions, determined by

$$
\begin{equation*}
\bar{\psi}(t)=k_{n}^{-1} \int_{I_{n}} \psi(s) \mathrm{d} s, \quad t \in I_{n} . \tag{4.7}
\end{equation*}
$$

Then, for all $t_{N} \geqslant 0$,

$$
\begin{align*}
\left\|U_{N}-u\left(t_{N}\right)\right\| & \leqslant \sup _{\|\phi\|=1} \sum_{n=1}^{N}\left(\int_{I_{n}}\|R-\chi\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\right) \max _{I_{n}}\|\psi-\bar{\psi}\|  \tag{4.8}\\
& \leqslant \sup _{\|\phi\|=1} \sum_{n=1}^{N}\left\{\left(\int_{I_{n}}\|R-\chi\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\right) \min \left(\int_{I_{n}}\left\|\psi_{t}\right\| \mathrm{d} t, 2 \max _{I_{n}}\|\psi\|\right)\right\}, \tag{4.9}
\end{align*}
$$

where $\chi \in \mathscr{W}_{D}$ is arbitrary. If $\psi$ satisfies stability estimates of the form (4.4), (4.5), then

$$
\begin{equation*}
\left\|U_{N}-u\left(t_{N}\right)\right\| \leqslant C_{\alpha, N} \max _{1 \leqslant n \leqslant N}\left(k_{n} \max _{I_{n}}\|R-\chi\|+\left\|[U]_{n-1}\right\|\right), \tag{4.10}
\end{equation*}
$$

where $C_{\alpha, N}=2+C_{\alpha} \log \left(t_{N} / k_{N}\right)$.
Here $\int_{I_{n}}\|R-\chi\| \mathrm{d} t+\left\|[U]_{n-1}\right\|$ is an estimate of the residual, while the quantity $\min \left(\int_{I_{n}}\left\|\psi_{t}\right\| \mathrm{d} t, 2 \max _{I_{n}}\|\psi\|\right)$ is a stability factor.

Proof. Recalling the definition of the residual (2.10) and the bilinear form (2.7), adding and subtracting $U_{0}^{-}=u_{0}$, we obtain

$$
\begin{aligned}
\langle r, \psi\rangle & =B(U, \psi)-\int_{0}^{t_{N}}(f, \psi) \mathrm{d} t-\left(u_{0}, \psi_{0}^{+}\right) \\
& =\sum_{n=1}^{N} \int_{I_{n}}\left(U_{t}(t)+\int_{0}^{t} \beta(t-s) A U(s) \mathrm{d} s-f(t), \psi(t)\right) \mathrm{d} t+\sum_{n=1}^{N}\left([U]_{n-1}, \psi_{n-1}^{+}\right) .
\end{aligned}
$$

We also recall the orthogonality property (2.11), which implies that

$$
\begin{equation*}
\langle r, \psi\rangle=\langle r, \psi-\bar{\psi}\rangle . \tag{4.11}
\end{equation*}
$$

Therefore, in view of (4.3),

$$
\left\|U_{N}-u\left(t_{N}\right)\right\|=\left\|e_{N}^{-}\right\|=\sup _{\|\phi\|=1}\left|\left(e_{N}^{-}, \phi\right)\right|=\sup _{\|\phi\|=1}|\langle r, \psi-\bar{\psi}\rangle| .
$$

Since $U$ is piecewise constant with respect to $t$, recalling the definition (4.6) of $R(t)$, and noting that $\bar{\psi}$ is the orthogonal projection of $\psi$ onto $\mathscr{W}_{D}$, we get for any $\chi \in \mathscr{W}_{D}$,

$$
\begin{equation*}
\langle r, \psi-\bar{\psi}\rangle=\sum_{n=1}^{N} \int_{I_{n}}((R-\chi)(t),(\psi-\bar{\psi})(t)) \mathrm{d} t+\sum_{n=1}^{N}\left([U]_{n-1},(\psi-\bar{\psi})_{n-1}^{+}\right) . \tag{4.12}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
|\langle r, \psi-\bar{\psi}\rangle| & \leqslant \sum_{n=1}^{N}\left(\int_{I_{n}}\|(R-\chi)(t)\|\|(\psi-\bar{\psi})(t)\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\left\|(\psi-\bar{\psi})_{n-1}^{+}\right\|\right) \\
& \leqslant \sum_{n=1}^{N}\left(\int_{I_{n}}\|(R-\chi)(t)\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\right) \max _{t \in I_{n}}\|(\psi-\bar{\psi})(t)\|
\end{aligned}
$$

This proves (4.8). Here,

$$
\max _{t \in I_{n}}\|(\psi-\bar{\psi})(t)\|=\max _{t \in I_{n}}\left\|k_{n}^{-1} \int_{I_{n}}(\psi(t)-\psi(s)) \mathrm{d} s\right\| \leqslant \int_{I_{n}}\left\|\psi_{t}\right\| \mathrm{d} s
$$

and also

$$
\max _{t \in I_{n}}\|(\psi-\bar{\psi})(t)\| \leqslant 2 \max _{I_{n}}\|\psi\| .
$$

This proves (4.9). In order to prove (4.10), we use (4.9) to get

$$
\begin{aligned}
\left\|e_{N}^{-}\right\| & \leqslant \sup _{\|\phi\|=1}\left\{\sum_{n=1}^{N-1}\left(k_{n} \max _{I_{n}}\|R-\chi\|+\left\|[U]_{n-1}\right\|\right) \int_{I_{n}}\left\|\psi_{t}\right\| \mathrm{d} s+2\left(k_{N} \max _{I_{N}}\|R-\chi\|+\left\|[U]_{N-1}\right\|\right) \max _{I_{N}}\|\psi\|\right\} \\
& \leqslant \max _{1 \leqslant n \leqslant N}\left(k_{n} \max _{I_{n}}\|R-\chi\|+\left\|[U]_{n-1}\right\|\right) \sup _{\|\phi\|=1}\left(\int_{0}^{t_{N-1}}\left\|\psi_{t}\right\| \mathrm{d} t+2 \max _{I_{N}}\|\psi\|\right)
\end{aligned}
$$

Using (4.4) and (4.5) we get

$$
\int_{0}^{t_{N-1}}\left\|\psi_{t}\right\| \mathrm{d} t+2 \max _{I_{N}}\|\psi\| \leqslant\left(2+C_{\alpha} \log \left(t_{N} / k_{N}\right)\right)\|\phi\|
$$

and (4.10) follows.

## 5. Sparse quadrature

Sparse quadrature was introduced in [13], but only for the case of a kernel without singularity. Here we use the same procedure, but extend it to the case of the singular kernel with an emphasis on adaptivity.

We introduce time levels $0=M_{0}<M_{1}<M_{2}<\cdots$ and replace the function $s \mapsto \beta(t-s)$ in the integral $q_{n}(A U)$ in (2.4) by a piecewise linear interpolant,

$$
\tilde{\beta}(t, s)=\left\{\begin{array}{l}
\beta\left(t-t_{M_{l-1}}\right) \phi_{1, l}(s)+\beta\left(t-t_{M_{l}}\right) \phi_{2, l}(s), \quad s \in\left[t_{M_{l-1}}, t_{M_{l}}\right], \quad l=1, \ldots, L,  \tag{5.1}\\
\beta(t-s), \quad s \in\left[t_{M_{L}}, t\right],
\end{array}\right.
$$

where

$$
\begin{equation*}
\phi_{1, l}(s)=\frac{t_{M_{l}}-s}{K_{l}}, \quad \phi_{2, l}(s)=\frac{s-t_{M_{l-1}}}{K_{l}}, \quad K_{l}=t_{M_{l}}-t_{M_{l-1}}, \tag{5.2}
\end{equation*}
$$

and $L$ is the largest integer such that $t-t_{M_{L}} \geqslant 1$. This gives a margin from the singularity at $s=t$, see Fig. 1 .
The discrete problem (2.8) is then replaced by

$$
\begin{equation*}
U \in \mathscr{W}_{D}: \widetilde{B}(U, v)-\int_{0}^{T}(f, v) \mathrm{d} t-\left(u_{0}, v_{0}^{+}\right)=0 \quad \forall v \in \mathscr{W}_{D} \tag{5.3}
\end{equation*}
$$

where instead of (2.7)

$$
\begin{equation*}
\widetilde{B}(w, v)=\sum_{n=1}^{N} \int_{I_{n}}\left(w_{t}(t)+\int_{0}^{t} \tilde{\beta}(t, s) A w(s) \mathrm{d} s, v(t)\right) \mathrm{d} t+\sum_{n=1}^{N-1}\left([w]_{n}, v_{n}^{+}\right)+\left(w_{0}^{+}, v_{0}^{+}\right) . \tag{5.4}
\end{equation*}
$$



Fig. 1. Time mesh showing original time-steps $k_{n}$ and sparse time-steps $K_{l}$. Note the margin.

In each time-step we then have to solve

$$
\begin{equation*}
\frac{U_{n}-U_{n-1}}{k_{n}}+\tilde{q}_{n}(A U)-\bar{f}_{n}=0, \tag{5.5}
\end{equation*}
$$

where the quadrature formula, $\tilde{q}_{n}(\varphi) \approx q_{n}(\varphi)$ is defined for $\varphi \in \mathscr{W}_{\mathrm{R}}$, the space of all real-valued functions that are piecewise constant with respect to the temporal mesh, by

$$
\begin{align*}
\tilde{q}_{n}(\varphi) & =\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}} \int_{0}^{t} \tilde{\beta}(t, s) \varphi(s) \mathrm{d} s \mathrm{~d} t=\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}}\left(\int_{0}^{t_{M_{L}}} \tilde{\beta}(t, s) \varphi(s) \mathrm{d} s+\int_{t_{M_{L}}}^{t} \beta(t-s) \varphi(s) \mathrm{d} s\right) \mathrm{d} t \\
& =\sum_{j=1}^{M_{L}}\left(\frac{1}{k_{n} k_{j}} \int_{t_{n-1}}^{t_{n}} \int_{t_{j-1}}^{t_{j}} \tilde{\beta}(t, s) \mathrm{d} s \mathrm{~d} t k_{j} \varphi_{j}\right)+\sum_{j=M_{L}+1}^{n}\left(\frac{1}{k_{n} k_{j}} \int_{t_{n-1}}^{t_{n}} \int_{t_{j-1}}^{t_{j} \wedge t} \beta(t-s) \mathrm{d} s \mathrm{~d} t k_{j} \varphi_{j}\right) \\
& =\sum_{j=1}^{M_{L}} \tilde{\omega}_{n j} k_{j} \varphi_{j}+\sum_{j=M_{L}+1}^{n} \omega_{n j} k_{j} \varphi_{j}, \tag{5.6}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\omega}_{n j}=\frac{1}{k_{n} k_{j}} \int_{t_{n-1}}^{t_{n}} \int_{t_{j-1}}^{t_{j}} \tilde{\beta}(t, s) \mathrm{d} s \mathrm{~d} t, \tag{5.7}
\end{equation*}
$$

and $\omega_{n j}$ is defined in (2.4). The first sum can be computed as

$$
\begin{equation*}
\sum_{j=1}^{M_{L}} \tilde{\omega}_{n j} k_{j} \varphi_{j}=\sum_{l=1}^{L}\left(\tilde{\beta}_{n l, 1} \tilde{\varphi}_{l, 1}+\tilde{\beta}_{n l, 2} \tilde{\varphi}_{l, 2}\right) \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\beta}_{n l, 1}=\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}} \beta\left(t-t_{M_{l-1}}\right) \mathrm{d} t, \quad \tilde{\beta}_{n l, 2}=\frac{1}{k_{n}} \int_{t_{n-1}}^{t_{n}} \beta\left(t-t_{M_{l}}\right) \mathrm{d} t \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{l, i}=\sum_{j=M_{l-1}+1}^{M_{l}} \int_{t_{j-1}}^{t_{j}} \phi_{i, l}(s) \mathrm{d} s \varphi_{j}, \quad i=1,2 . \tag{5.10}
\end{equation*}
$$

We now estimate the quadrature error. Recall that $\mathscr{W}_{\mathrm{R}}$ denotes the real-valued piecewise constant functions.

Theorem 5.1. The local quadrature error is bounded by

$$
\begin{equation*}
\left|\tilde{q}_{n}(\varphi)-q_{n}(\varphi)\right| \leqslant \sum_{j=1}^{M_{L}} \epsilon_{n j} k_{j}\left|\varphi_{j}\right|, \quad \forall \varphi \in \mathscr{W}_{\mathrm{R}} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{align*}
& \epsilon_{n j}=\frac{1}{8} \max _{s \in I_{n l}}\left|\beta^{\prime \prime}(s)\right| K_{l}^{2}, \quad \text { if } j=M_{l-1}+1, \ldots, M_{l},  \tag{5.12}\\
& I_{n l}=\left[t_{n-1}-t_{M_{l}}, t_{n}-t_{M_{l-1}}\right] .
\end{align*}
$$

The global quadrature error is bounded by

$$
\begin{equation*}
|\widetilde{B}(w, v)-B(w, v)| \leqslant \sum_{n=1}^{N} k_{n} \sum_{j=1}^{M_{L}} \epsilon_{n j} k_{j}\left\|A w_{j}\right\| \max _{I_{n}}\|v\|, \quad \forall w \in \mathscr{W}_{D}, \quad v \in \mathscr{W} . \tag{5.13}
\end{equation*}
$$

Proof. The standard interpolation error formula gives, with $\tilde{s} \in\left[t_{M_{l-1}}, t_{M_{l}}\right]$,

$$
\begin{aligned}
\left|\tilde{q}_{n}(\varphi)-q_{n}(\varphi)\right| & \leqslant \sum_{l=1}^{L} \sum_{j=M_{l-1}+1}^{M_{l}} \frac{1}{k_{n} k_{j}} \int_{I_{n}} \int_{I_{j}}|\tilde{\beta}(t, s)-\beta(t-s)| \mathrm{d} s \mathrm{~d} t k_{j}\left|\varphi_{j}\right| \\
& \leqslant \frac{1}{2} \sum_{l=1}^{L} \sum_{j=M_{l-1}+1}^{M_{l}} \frac{1}{k_{n} k_{j}} \int_{I_{n}} \int_{I_{j}}\left|\beta^{\prime \prime}(t-\tilde{s})\right|\left(s-t_{M_{l-1}}\right)\left(t_{M_{l}}-s\right) \mathrm{d} s \mathrm{~d} t k_{j}\left|\varphi_{j}\right| \\
& \leqslant \frac{1}{8} \sum_{l=1}^{L} \sum_{j=M_{l-1}+1}^{M_{l}} \max _{s \in I_{n l}}\left|\beta^{\prime \prime}(s)\right| K_{l}^{2} k_{j}\left|\varphi_{j}\right| .
\end{aligned}
$$

This is (5.11). The estimate (5.13) is proved in the same way as (5.11) using the definitions of $B$ and $\widetilde{B}$.
Note that $\epsilon_{n j}$ is piecewise constant with respect to $j$. This implies that the sums in (5.11), (5.13) can be computed without storing the whole history.

In the case of the weakly singular kernel (1.3) we have

$$
\begin{equation*}
\max _{s \in I_{n l}}\left|\beta^{\prime \prime}(s)\right|=\left|\beta^{\prime \prime}\left(t_{n-1}-t_{M_{l}}\right)\right|=\frac{(1-\alpha)(2-\alpha)}{\Gamma(\alpha)}\left(t_{n-1}-t_{M_{l}}\right)^{-3+\alpha} . \tag{5.14}
\end{equation*}
$$

The quadrature formula $\tilde{q}_{n}$ is not necessarily positive definite, i.e., the modified kernel $\tilde{\beta}$ does not satisfy an analog of (1.2). This is needed in the a priori analysis. We therefore add a positive term on the diagonal:

$$
\begin{equation*}
\hat{q}_{n}(\varphi)=\tilde{q}_{n}(\varphi)+\delta_{n} \varphi_{n} . \tag{5.15}
\end{equation*}
$$

So instead of (2.3) we now use

$$
\begin{equation*}
\frac{U_{n}-U_{n-1}}{k_{n}}+\hat{q}_{n}(A U)-\bar{f}_{n}=0 \tag{5.16}
\end{equation*}
$$

The discrete problem (2.8) is then replaced by

$$
\begin{equation*}
U \in \mathscr{W}_{D}: \widehat{B}(U, v)-\int_{0}^{T}(f, v) \mathrm{d} t-\left(u_{0}, v_{0}^{+}\right)=0 \quad \forall v \in \mathscr{W}_{D} \tag{5.17}
\end{equation*}
$$

where instead of (2.7), and with $\delta(t)=\delta_{n}$ for $t \in I_{n}$,

$$
\begin{equation*}
\widehat{B}(w, v)=\sum_{n=1}^{N} \int_{I_{n}}\left(w_{t}(t)+\int_{0}^{t} \tilde{\beta}(t, s) A w(s) \mathrm{d} s+\delta(t) A w(t), v(t)\right) \mathrm{d} t+\sum_{n=1}^{N-1}\left([w]_{n}, v_{n}^{+}\right)+\left(w_{0}^{+}, v_{0}^{+}\right) . \tag{5.18}
\end{equation*}
$$

The following lemma is identical to ([13, Lemma 5.2]).
Lemma 5.2. Assume that the numbers $\delta_{j}$ are positive and increasing with $\delta_{j} \geqslant \epsilon_{N j} t_{N} / 2$, where $\epsilon_{N j}$ is defined in (5.12). Then we have the following analog of (1.2):

$$
\begin{equation*}
\int_{0}^{t_{N}}\left(\int_{0}^{t} \tilde{\beta}(t, s) \varphi(s) \varphi(t) \mathrm{d} s+\delta(t) \varphi(t)^{2}\right) \mathrm{d} t \geqslant 0, \quad \forall \varphi \in \mathscr{W}_{\mathrm{R}} \tag{5.19}
\end{equation*}
$$

This guarantees stability and we can prove an a priori error estimate.
Theorem 5.3. Let $u$ and $U$ be the solutions of (2.9) and (5.17), respectively, with $\delta_{j}$ as in Lemma 5.2. Let $\tilde{u} \in \mathscr{W}_{D}$ denote the piecewise constant interpolant determined by $\tilde{u}(t)=u\left(t_{n}\right)$ for $t \in I_{n}$. Then, for all $t_{N} \geqslant 0$,

$$
\begin{equation*}
\left\|U_{N}-u\left(t_{N}\right)\right\| \leqslant 2\|\beta\|_{L_{1}\left(0, t_{N}\right)} \int_{0}^{t_{N}}\|A(u(t)-\tilde{u}(t))\| \mathrm{d} t+2 \hat{\epsilon}_{N} \leqslant 2\|\beta\|_{L_{1}\left(0, t_{N}\right)} \sum_{n=1}^{N} k_{n} \int_{I_{n}}\left\|A u_{t}(t)\right\| \mathrm{d} t+2 \hat{\epsilon}_{N} \tag{5.20}
\end{equation*}
$$

Here $\hat{\epsilon}_{N}$ is a bound for the quadrature error:

$$
\begin{equation*}
\hat{\epsilon}_{N}=\sum_{n=1}^{N} k_{n} \sum_{j=1}^{M_{L}} \epsilon_{n j} k_{j}\left\|A u_{j}\right\|+\sum_{n=1}^{N} k_{n} \delta_{n}\left\|A u_{n}\right\| \tag{5.21}
\end{equation*}
$$

Proof. We modify the proof of Theorem 3.1. Let $e=(U-\tilde{u})+(\tilde{u}-u)=\theta+\rho$. Then

$$
\widehat{B}(\theta, v)=-B(\rho, v)-(\widehat{B}(\tilde{u}, v)-B(\tilde{u}, v)) \quad \forall v \in \mathscr{W}_{D} .
$$

We choose $v=\theta$. By Lemma 5.2 we have $\widehat{B}(\theta, \theta) \geqslant \frac{1}{2}\left\|\theta_{N}\right\|^{2}$ and hence

$$
\left\|\theta_{N}\right\|^{2} \leqslant 2(|B(\rho, \theta)|+|\widehat{B}(\tilde{u}, \theta)-\widetilde{B}(\tilde{u}, \theta)|+|\widetilde{B}(\tilde{u}, \theta)-B(\tilde{u}, \theta)|),
$$

which, in view of (3.1) and (5.13), proves the desired result.
We next prove a posteriori estimates. These are based on the stability of the adjoint problem (4.1) and we need not assume that $\delta_{j}$ are strictly positive.

Theorem 5.4. Let $u$ and $U$ be the solutions of (2.9) and (5.17), respectively, with $\delta_{j} \geqslant 0$. Let $\psi(t)=E\left(t_{N}-t\right) \phi$ be the solution of (4.1). Let

$$
\begin{equation*}
\widehat{R}(t)=\int_{0}^{t} \tilde{\beta}(t, s) A U(s) \mathrm{d} s-f(t)+\delta(t) A U(t) \tag{5.22}
\end{equation*}
$$

and let $\bar{\psi} \in \mathscr{W}_{D}$ denote the orthogonal projection of $\psi$ onto the space of piecewise constant functions, defined in (4.7). Then, for all $t_{N} \geqslant 0$,

$$
\begin{equation*}
\left\|U_{N}-u\left(t_{N}\right)\right\| \leqslant E_{\mathrm{G}}+E_{\mathrm{Q}} \tag{5.23}
\end{equation*}
$$

Here $E_{\mathrm{G}}$ is the error due to the Galerkin approximation, which is estimated by

$$
\begin{align*}
E_{\mathrm{G}} & =\sup _{\|\phi\|=1}\left|\sum_{n=1}^{N} \int_{I_{n}}(\widehat{R}, \psi) \mathrm{d} t+\left([U]_{n-1}, \psi_{n-1}^{+}\right)\right|  \tag{5.24}\\
& \leqslant \sup _{\|\phi\|=1} \sum_{n=1}^{N}\left(\int_{I_{n}}\|\widehat{R}-\chi\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\right) \max _{I_{n}}\|\psi-\bar{\psi}\|  \tag{5.25}\\
& \leqslant \sup _{\|\phi\|=1} \sum_{n=1}^{N}\left\{\left(\int_{I_{n}}\|\widehat{R}-\chi\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\right) \min \left(\int_{I_{n}}\left\|\psi_{t}\right\| \mathrm{d} t, 2 \max _{I_{n}}\|\psi\|\right)\right\} \tag{5.26}
\end{align*}
$$

where $\chi \in \mathscr{W}_{D}$ is arbitrary. Finally, $E_{\mathrm{Q}}$ is the global quadrature error, which is estimated by

$$
\begin{equation*}
E_{\mathrm{Q}}=\sup _{\|\phi\|=1}|B(U, \psi)-\widehat{B}(U, \psi)| \leqslant \sup _{\|\phi\|=1} \sum_{n=1}^{N} k_{n}\left(\sum_{j=1}^{M_{L}} \epsilon_{n j} k_{j}\left\|A U_{j}\right\|+\delta_{n}\left\|A U_{n}\right\|\right) \max _{I_{n}}\|\psi\| . \tag{5.27}
\end{equation*}
$$

If $\psi$ satisfies stability estimates of the form (4.4), (4.5), then

$$
\begin{equation*}
\left\|U_{N}-u\left(t_{N}\right)\right\| \leqslant C_{\alpha, N} \max _{1 \leqslant n \leqslant N}\left(k_{n} \max _{I_{n}}\|\widehat{R}-\chi\|+\left\|[U]_{n-1}\right\|\right)+\sum_{n=1}^{N} k_{n}\left(\sum_{j=1}^{M_{L}} \epsilon_{n j} k_{j}\left\|A U_{j}\right\|+\delta_{n}\left\|A U_{n}\right\|\right), \tag{5.28}
\end{equation*}
$$

where $C_{\alpha, N}=2+C_{\alpha} \log \left(t_{N} / k_{N}\right)$.

Proof. Using (2.9) we obtain for all $\phi$ with $\|\phi\|=1$

$$
\begin{aligned}
\left(e_{N}^{-}, \phi\right) & =B(e, \psi)=B(U, \psi)-B(u, \psi) \\
& =(B(U, \psi)-\widehat{B}(U, \psi))+\left(\widehat{B}(U, \psi)-\int_{0}^{T}(f, \psi) \mathrm{d} t-\left(u_{0}, \psi_{0}^{+}\right)\right) \leqslant E_{\mathrm{Q}}+E_{\mathrm{G}} .
\end{aligned}
$$

The estimate (5.27) of $E_{\mathrm{Q}}$ follows immediately from (5.13) with the addition of the terms involving $\delta_{n}$. For $E_{\mathrm{G}}$ we argue as in the proof of Theorem 4.1. We first use (5.17) with $v=\bar{\psi} \in \mathscr{W}_{D}$ to get

$$
\begin{aligned}
\widehat{B}(U, \psi)-\int_{0}^{T}(f, \psi) \mathrm{d} t-\left(u_{0}, \psi_{0}^{+}\right) & =\widehat{B}(U, \psi-\bar{\psi})-\int_{0}^{T}(f, \psi-\bar{\psi}) \mathrm{d} t-\left(u_{0}, \psi_{0}^{+}-\bar{\psi}_{0}^{+}\right) \\
& =\sum_{n=1}^{N} \int_{I_{n}}((\widehat{R}-\chi)(t),(\psi-\bar{\psi})(t)) \mathrm{d} t+\sum_{n=1}^{N}\left([U]_{n-1},(\psi-\bar{\psi})_{n-1}^{+}\right),
\end{aligned}
$$

cf. (4.12). The proof is now completed as the proof of Theorem 4.1 with $R$ replaced by $\widehat{R}$.
Note that the estimates of the Galerkin error $E_{\mathrm{G}}$ can be computed using the sparse quadrature and therefore does not require storage of the whole history $U_{n}, 1 \leqslant n \leqslant N$. The sums in the quadrature error estimate (5.27) can also be computed without storing the whole history. The optimal choice of $\chi$ is the orthogonal projection of $\widehat{R}=\widetilde{R}+\delta A U$,

$$
\chi=\overline{\widehat{R}}=\overline{\widetilde{R}}+\overline{\delta A U}=\overline{\widetilde{R}}+\delta A U,
$$

where in the last step we used that $\delta A U$ is piecewise constant. Other choices are possible, for example, we may choose $\chi=\delta A U$ in order to make the latter term disappear. In our numerical experiments in Section 7 we use $\chi=0$.

The a priori error estimate in Theorem 5.3 guarantees that, in general, the error converges to zero if the mesh is refined. We are not able to prove this without adding the positive terms $\delta_{j}$. On the other hand, the a posteriori error estimate gives a bound for the actual error which reveals, in each particular case, if the error converges or not. In the cases that we have examined in our numerical experiments we have obtained convergence without the $\delta_{j}$.

## 6. Adaptive strategy

The goal of the adaptive strategy is to provide a solution to the integro-differential equation within a user defined tolerance, TOL. The adaptive strategy is based on a posteriori error estimates of the total error at the final time $T=t_{N}$. More precisely, we base the strategy on two different estimates of the error, the exact Galerkin error (5.24) given by

$$
E_{\mathrm{G} 1}=\sup _{\|\phi\|=1}\left|\sum_{n=1}^{N} \int_{I_{n}}(\widehat{R}, \psi) \mathrm{d} t+\left([U]_{n-1}, \psi_{n-1}^{+}\right)\right|,
$$

or the estimated Galerkin error (5.26) given by

$$
E_{\mathrm{G} 2}=\sup _{\|\phi\|=1} \sum_{n=1}^{N} k_{n}^{2} r_{\mathrm{G}, n} s_{\mathrm{G}, n},
$$

where, with the choice $\chi=0$,

$$
r_{\mathrm{G}, n}=\frac{1}{k_{n}}\left(\int_{I_{n}}\|\widehat{R}\| \mathrm{d} t+\left\|[U]_{n-1}\right\|\right), \quad s_{\mathrm{G}, n}=\frac{1}{k_{n}} \min \left(\int_{I_{n}}\left\|\psi_{t}\right\| \mathrm{d} t, 2 \max _{I_{n}}\|\psi\|\right) .
$$

Additional error is introduced by sparse quadrature. The estimated quadrature error (5.27) is divided into two parts

$$
\begin{equation*}
E_{\mathrm{q}}=\sup _{\|\phi\|=1} \sum_{n=1}^{N} k_{n}^{2} r_{\mathrm{q}, n} s_{\mathrm{q}, n}, \tag{6.1}
\end{equation*}
$$

where

$$
r_{\mathrm{q}, n}=\frac{1}{k_{n}} \sum_{j=1}^{M_{L}} \epsilon_{n j} k_{j}\left\|A U_{j}\right\|, \quad s_{\mathrm{q}, n}=\max _{I_{n}}\|\psi\|,
$$

and

$$
E_{\delta}=\sup _{\|\phi\|=1} \sum_{n=1}^{N} k_{n}^{2} r_{\delta, n} s_{\delta, n},
$$

where

$$
r_{\delta, n}=\frac{1}{k_{n}} \delta_{n}\left\|A U_{n}\right\|, \quad s_{\delta, n}=\max _{I_{n}}\|\psi\| .
$$

Using this notation, the estimate of the total error becomes

$$
E_{1}=E_{\mathrm{G} 1}+E_{\mathrm{q}}+E_{\delta},
$$

or, using the estimated Galerkin error,

$$
E_{2}=E_{\mathrm{G} 2}+E_{\mathrm{q}}+E_{\delta}=\sup _{\|\phi\|=1} \sum_{n=1}^{N} k_{n}^{2}\left(r_{\mathrm{G}, n} s_{\mathrm{G}, n}+r_{\mathrm{q}, n} s_{\mathrm{q}, n}+r_{\delta, n} s_{\delta, n}\right)=\sup _{\|\phi\|=1} \sum_{n=1}^{N} E_{2, n} .
$$

Finally, we recall the following relationship between the error estimates

$$
\left\|e_{N}^{-}\right\| \leqslant E_{1} \leqslant E_{2}
$$

Note that the first estimate $E_{1}$ is sharper, and will be used in the stop criterion. The latter estimate, on the other hand, is used to adapt the mesh.

The stability factors $s_{\mathrm{G}, n}, s_{\mathrm{q}, n}, s_{\delta, n}$ must be evaluated. We suggest three possibilities: (i) In simple test problems we may have an analytic solution formula for the adjoint solution $\psi(t)=E\left(t_{N}-t\right) \phi$, see our numerical experiments below. (ii) More generally, in the case of the weakly singular kernel (1.3) we can use a priori estimates of the form (4.4), (4.5), which leads to

$$
\begin{aligned}
& s_{\mathrm{G}, n} \leqslant C_{\alpha} \frac{1}{k_{n}} \log \frac{t_{N}-t_{n-1}}{t_{N}-t_{n}}, \quad n \leqslant N-1, \\
& s_{\mathrm{G}, N} \leqslant \frac{2}{k_{N}}, \quad s_{\mathrm{q}, n}=s_{\delta, n} \leqslant 1 .
\end{aligned}
$$

(iii) The adjoint problem may be solved numerically with some guess for the data $\phi$ with $\|\phi\|=1$.

We choose a strategy with the purpose to equidistribute the error contributions $E_{2, n}$ from each time-step, i.e., we aim at $E_{2, n} \approx \mathrm{TOL} / N$. The time-steps having an error contribution larger than $E_{2, n}$ are split into $C_{n}$ smaller elements of equal length $\hat{k}_{n}$ according to

$$
\begin{equation*}
\hat{k}_{n}=\sqrt{\frac{\mathrm{TOL} / N}{r_{\mathrm{G}, n} s_{\mathrm{G}, n}+r_{\mathrm{q}, n} s_{\mathrm{q}, n}+r_{\delta, n} s_{\delta, n}}}=\frac{k_{n}}{C_{n}}, \tag{6.2}
\end{equation*}
$$

where $k_{n}$ is the time-step of element $n$ from the previous mesh. Certainly, the number of elements $N$ is not known a priori, therefore we use the number of elements from the previous calculation. Note that the error estimate $E_{2}$ is used here because it is possible to sum the error contribution from the different elements. This choice will also somewhat compensate for using the previous number of time-steps. In this way we obtain a new mesh with steps $k_{n}$, in which we choose sparse quadrature steps $K_{l}$. A natural choice of the sparse timesteps is (see (5.11) and (5.12))

$$
\begin{equation*}
K_{l}=\sqrt{\bar{k}}, \quad \text { with } \bar{k}=T / N \tag{6.3}
\end{equation*}
$$

Note that $N$ is here the updated number of elements. For this choice of sparse step length, the first order accuracy of the Galerkin method is preserved (which will be demonstrated by numerical experiments). The strategy follows the procedure:
(1) Start with a uniform mesh and choose $K_{l}$ according to (6.3) while imposing the margin $t_{n}-t_{M_{L}} \in(1,2)$.
(2) Solve the primal problem for $U \in \mathscr{W}_{D}$.
(3) Evaluate the error estimates $E_{1}$ and $E_{2}$.
(4) If $E_{1} \leqslant$ TOL then stop, and if not modify the mesh where the error contribution is large, i.e., $E_{2, n} \geqslant \mathrm{TOL} / N$, by splitting these elements according to (6.2). Create $K_{l}$ as in 1 and return to 2 .

## 7. Numerical experiments

In the following examples we consider (1.4) with $A=1$ for different values of the fractional integral exponent $\alpha$. The equation then reads

$$
\begin{align*}
& u_{t}(t)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{u(s)}{(t-s)^{1-\alpha}} \mathrm{d} s=f(t), \quad t \in(0, T),  \tag{7.1}\\
& u(0)=u_{0} .
\end{align*}
$$

The weights $\omega_{n j}$ in (2.4) and $\tilde{\omega}_{n j}$ in (5.7) are integrated analytically. The mean value $\bar{f}_{n}$ in (2.4) of the source term $f$ and the integrals over $I_{n}$ in the a posteriori estimates are computed using the trapezoidal rule, which means that additional errors are introduced. These errors are not taken into account in the present study. However, numerical experiments indicate that these errors are negligible.

### 7.1. Analytical solutions

We will here present an analytical solution to (7.1) with $f(t)=f_{0}$ in the form of a series. This solution will be used when validating the present numerical method. First we consider the Laplace domain solution

$$
\begin{equation*}
\tilde{u}(s)=\frac{f_{0}}{s^{2}\left(1+s^{-\alpha-1}\right)}+\frac{u_{0}}{s\left(1+s^{-\alpha-1}\right)} . \tag{7.2}
\end{equation*}
$$

Take $c>0$ so that $\left|c^{-\alpha-1}\right|<1$. Along the vertical line from $c-\mathrm{i} \infty$ to $c+\mathrm{i} \infty$ in the $s$-plane, we have

$$
\tilde{u}(s)=\frac{f_{0}}{s^{2}\left(1+s^{-\alpha-1}\right)}+\frac{u_{0}}{s\left(1+s^{-\alpha-1}\right)}=\sum_{n=0}^{\infty}(-1)^{n}\left[f_{0} s^{-((1+\alpha) n+2)}+u_{0} s^{-((1+\alpha) n+1)}\right],
$$

which converges uniformly on the vertical line in consideration. For $t>0$, the inverse $u(t)$ can be found as

$$
\begin{aligned}
u(t) & =\mathscr{L}^{-1}[\tilde{u}(s)](t)=\frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty} \tilde{u}(s) \mathrm{e}^{s t} \mathrm{~d} s \\
& =\sum_{n=0}^{\infty}(-1)^{n} \frac{1}{2 \pi \mathrm{i}} \int_{c-\mathrm{i} \infty}^{c+\mathrm{i} \infty}\left[f_{0} s^{-((1+\alpha) n+2)}+u_{0} s^{-((1+\alpha) n+1)}\right] \mathrm{e}^{s t} \mathrm{~d} s \\
& =\sum_{n=0}^{\infty} \mathscr{L}^{-1}\left[f_{0} s^{-((1+\alpha) n+2)}+u_{0} s^{-((1+\alpha) n+1)}\right] .
\end{aligned}
$$

Finally, by term-wise inversion (see, e.g., [14, p. 237]), we obtain

$$
\begin{equation*}
u(t)=\sum_{n=0}^{\infty}(-1)^{n}\left[f_{0} \frac{t^{(1+\alpha) n+1}}{\Gamma((1+\alpha) n+2)}+u_{0} \frac{t^{(1+\alpha) n}}{\Gamma((1+\alpha) n+1)}\right] . \tag{7.3}
\end{equation*}
$$

We are now in the position to investigate the convergence of the series solution. The asymptotic behavior of the partial sum $u_{n}(t)$ as $n \rightarrow \infty$ is obtained by use of the following asymptotic formula for the Gamma function (see, e.g., [1])

$$
\begin{equation*}
\Gamma(a z+b) \sim \sqrt{2 \pi} \mathrm{e}^{-a z}(a z)^{a z+b-1 / 2}, \quad|z| \rightarrow \infty, \quad|\arg z|<\pi, \quad b>0 . \tag{7.4}
\end{equation*}
$$

Applying the ratio test, we now get

$$
\begin{equation*}
\left|\frac{u^{n+1}(t)}{u^{n}(t)}\right| \sim\left[\frac{t}{(\alpha+1)(n+1)}\right]^{\alpha+1} \rightarrow 0, \quad \text { as } n \rightarrow \infty \tag{7.5}
\end{equation*}
$$

which means that the series is convergent. But the convergence rate is rather slow (in particular for large times). For given $t$ we need to add

$$
n>\frac{t}{\alpha+1}-1
$$

terms before we can expect terms to begin to fall off in size. If a large number of terms is to be included in the sum when evaluating $u(t)$ the numerical stability can be lost. Obviously, there is a need for an asymptotic expression for $u(t)$ for large times. Concerning the asymptotic behavior of $u(t)$, we formally use the asymptotic theorem for the Laplace transform as $s \rightarrow 0$ (see, e.g., [17]). Thus, expanding $\tilde{u}(s)$ in (7.2) for small $s>0$ gives

$$
\tilde{u}(s) \sim \sum_{n=0}^{\infty}(-1)^{n}\left(f_{0} s^{-((1+\alpha) n+2)}+u_{0} s^{-((1+\alpha) n+1)}\right), \quad \text { as } s \rightarrow 0 .
$$

Formal term-wise Laplace inversion then yields an asymptotic series for $u(t)$ :

$$
u(t) \sim \sum_{n=0}^{\infty}(-1)^{n}\left(f_{0} \frac{t^{-(1+\alpha) n-\alpha}}{\Gamma[-(1+\alpha) n+1-\alpha]}+u_{0} \frac{t^{-(1+\alpha) n-\alpha-1}}{\Gamma[-(1+\alpha) n-\alpha]}\right), \quad \text { as } t \rightarrow \infty .
$$

Note that the above derivation is purely formal and requires detailed verification which we will not attempt here. However, numerical calculations verify that the sum of the first few terms approximate $u(t)$ well for large times.

For comparison we consider the two extreme cases of $\alpha=0$ and $\alpha=1$. In the case of $\alpha=0$, (7.1) with $f(t)=f_{0}$ becomes the parabolic equation

$$
u_{t}+u=f_{0}, \quad u(0)=u_{0},
$$

with solution

$$
u(t)=f_{0}\left(1-\mathrm{e}^{-t}\right)+u_{0} \mathrm{e}^{-t} .
$$

For $\alpha=1$, (7.1) with $f(t)=f_{0}$ becomes the hyperbolic equation

$$
u_{t}(t)+\int_{0}^{t} u(s) \mathrm{d} s=f_{0}, \quad u(0)=u_{0}
$$

with solution

$$
u(t)=f_{0} \sin (t)+u_{0} \cos (t)
$$

### 7.1.1. The adjoint solution

In the calculation of the error estimates we need the solution of the adjoint problem (cf. (4.1) with $\phi=1$ as the error is to be calculated at the final time $T$ )

$$
\begin{align*}
& -\psi_{t}(t)+\int_{t}^{T} \beta(s-t) \psi(s) \mathrm{d} s=0, \quad \beta(t)=\frac{1}{\Gamma(\alpha)} \frac{1}{t^{1-\alpha}}, \quad t \in(0, T),  \tag{7.6}\\
& \psi(T)=\phi=1
\end{align*}
$$

In general we need to solve this problem numerically. However, in case of a fractional integral it is possible to find an analytical solution. The solution takes the same form as the solution to the primal problem in (7.3) with $f_{0}=0, u_{0}=1$ and $t \mapsto T-t$

$$
\begin{equation*}
\psi(t)=E(T-t) \phi=\sum_{n=0}^{\infty}(-1)^{n} \frac{(T-t)^{(1+\alpha) n}}{\Gamma((1+\alpha) n+1)} \tag{7.7}
\end{equation*}
$$

with asymptotic series for large $T-t$

$$
\begin{equation*}
\psi(t) \sim \sum_{n=0}^{\infty}(-1)^{n} \frac{(T-t)^{-(1+\alpha) n-\alpha-1}}{\Gamma[-(1+\alpha) n-\alpha]} . \tag{7.8}
\end{equation*}
$$

### 7.2. Uniform mesh

To validate the discontinuous Galerkin method for integro-differential equations with weakly singular kernel, we solve (7.1) using a uniform mesh with $k_{n}=k=0.025$ on $t \in(0,10)$ without sparse quadrature. Different values of $\alpha \in(0,1)$, which is the relevant interval for viscoelastic applications, are used together with $f(t)=1$ and $u_{0}=0.5$. Fig. 2 shows the numerical solutions and the analytical solutions (7.3) to (7.1) for three different $\alpha$. As mentioned before, the case $\alpha=0$ is a parabolic equation and the case $\alpha=1$ is a hyperbolic equation, whereas the intermediate values represent a mixed behavior, as $\alpha=0.67$ indicates. The corresponding adjoint solution according to (7.7) is displayed in Fig. 3. We note that most of the error arises from the last time-steps, and that this behavior becomes more distinct then the equation is parabolic. Further, Table 1 shows that the computed error $E_{1}$ is in close agreement with the exact error $e\left(t_{N}\right)=$ $U_{N}-u\left(t_{N}\right)$ (obtained using the analytical solution (7.3)), while notably $E_{2}$ is an over-estimate. As expected, the error becomes comparatively larger for increasing $\alpha$. The reason for this is that (7.1) becomes more "parabolic" with decreasing $\alpha$, which means that errors are strongly damped. Moreover, we observe that in the case of $\alpha=1$ numerical damping is imposed, which can be understood by the fact that the discontinuous Galerkin method is similar to the backward Euler method.

We are now in the position to introduce sparse quadrature and investigate its effects on the total error. The factor $\max _{s \in I_{n l}}\left|\beta^{\prime \prime}(s)\right|$, see (5.14), that enters in the quadrature error (6.1) shows that this error depends


Fig. 2. Comparison of the analytical solution and the numerical solution for different values of $\alpha$ using constant time-steps $k_{n}=k=0.025$.


Fig. 3. The adjoint solution.

Table 1
Exact errors and computed errors for different values of $\alpha$

| $\alpha$ | $\left\|e\left(t_{N}\right)\right\|$ | $E_{1}$ | $E_{2}$ |
| :--- | :--- | :--- | :--- |
| 0.001 | $9.98 \times 10^{-7}$ | $1.19 \times 10^{-6}$ | $1.06 \times 10^{-5}$ |
| 0.67 | $3.14 \times 10^{-3}$ | $3.21 \times 10^{-3}$ | $1.34 \times 10^{-2}$ |
| 1 | $5.71 \times 10^{-2}$ | $5.73 \times 10^{-2}$ | $2.37 \times 10^{-1}$ |

strongly on $\alpha$ (note that the error vanishes for $\alpha=0$ and $\alpha=1$ ). We compute the solution to (7.1) on $t \in(0,10)$ with $\alpha=0.67, f(t)=1$ and $u_{0}=0$ for three uniform meshes with time-steps decreasing by a factor ten. Two different choices of the parameter $\delta_{n}$ are used. First we choose $\delta_{n}$ as in Lemma 5.2, which
guarantees stability. This results in the error contribution $E_{\delta}$. Then we choose $\delta_{n}=0$, and consequently $E_{\delta}=0$, which gives sharper error estimates. The computed errors and the contributions from their various parts are shown in Table 2. We see that the solution converges for decreasing time-steps in both cases. Also note that the total error decreases by the same factor as the time-step, reflecting that the first order accuracy is retained. The first order accuracy of the Galerkin error is expected. The quadrature error, however, requires the quadrature steps $K_{l}$ to be chosen as in (6.3) while imposing $t_{n}-t_{M_{L}} \geqslant 1$ for the accuracy to be preserved. Table 3 shows the error without using sparse quadrature. The maximum number of quadrature steps $L$ during the calculation is also shown in Table 2. Having in mind that we always have a margin $t_{n}-t_{M_{L}} \in(1,2)$, we observe that the major part of the time interval is covered by large quadrature steps. This means that, for sufficiently large times the number of data that need to be stored and included in each calculation is significantly reduced from $\mathrm{O}(n)$ to $\mathrm{O}(L)$. It is also worth mentioning that if a spatial domain is included we would benefit even more by using sparse quadrature.

Table 2
The total errors and their different parts for different step lengths when using sparse quadrature

| $N$ | $L$ | $E_{1}$ | $E_{\mathrm{G} 1}$ | $E_{\mathrm{q}}$ | $E_{\delta}$ |
| :--- | ---: | :--- | :--- | :--- | :--- |
| 100 | 28 | $9.62 \times 10^{-3}$ | $6.59 \times 10^{-3}$ | $1.47 \times 10^{-3}$ | $1.57 \times 10^{-3}$ |
| 1000 | 89 | $9.66 \times 10^{-4}$ | $7.05 \times 10^{-4}$ | $1.42 \times 10^{-4}$ | $1.19 \times 10^{-4}$ |
| 10000 | 284 |  |  |  |  |
|  |  |  |  |  |  |
| 100 | 28 | $8.12 \times 10^{-5}$ | $6.40 \times 10^{-5}$ | $65 \times 10^{-3}$ | $1.05 \times 10^{-5}$ |
| 1000 | 89 | $8.37 \times 10^{-4}$ | $7.05 \times 10^{-5}$ | $6.98 \times 10^{-5}$ | $1.42 \times 10^{-3}$ |
| 10000 | 284 |  | $1.40 \times 10^{-5}$ | 0 |  |

Table 3
The computed errors for different step lengths when using full quadrature

| $N$ | $E_{1}$ |
| :--- | :--- |
| 100 | $6.63 \times 10^{-3}$ |
| 1000 | $7.05 \times 10^{-4}$ |
| 10000 | $6.98 \times 10^{-5}$ |



Fig. 4. The time-steps after using the adaptive strategy.

### 7.3. Adaptivity

Again we consider (7.1) on $t \in(0,10)$ with $\alpha=0.67, f(t)=1$ and $u_{0}=0.5$. The capability of the method to handle variable step lengths and predict solutions within a given tolerance is investigated here. For this purpose the adaptive strategy outlined in Section 6 with $\delta_{n}$ as in Lemma 5.2 is employed. When the tolerance is set to $1 \times 10^{-3}$ and the number of time-steps initially are 100 , three iterations are required (i.e., two refinements are used) giving an upper limit to the error of $E_{1}=5.96 \times 10^{-4}$ and a number of time-steps of 2093. Note that this is the error at the final time, it does not tell us anything about the error in the interior of the interval. Further, Fig. 4 shows the time-mesh used in the last iteration suggested by the adaptive strategy aiming to equidistribute the error contributions. For comparison, to obtain the same error with a uniform mesh, 2573 time-steps need to be used. This means that we do not significantly benefit from using adaptivity in this particular case.


Fig. 5. The primal solution after using the adaptive strategy.


Fig. 6. The time-steps after using the adaptive strategy.

Next we consider the same problem with a variable source term,

$$
f(t)=\left\{\begin{array}{l}
(1 / 1.5) t, \quad t \in(0,1.5), \\
1, \quad t \in(1.5,8.5), \\
1-(1 / 1.5)(t-8.5), \quad t \in(8.5,10)
\end{array}\right.
$$

Also in this case three iterations are needed to meet the tolerance $1 \times 10^{-3}$, resulting in 2406 time-steps and the error $E_{1}=4.50 \times 10^{-4}$. Figs. 5 and 6 show the primal solution and the time-mesh from the last iteration, respectively. By comparing Figs. 4 and 6, we see that the time-steps vary more in the latter case, which gives an indication that it is more preferable to use adaptivity. Computing with a uniform mesh, we find that it takes 4511 time-steps to reach the same error. Due to the fact that the integro-differential equation contains a convolution term this is a considerable gain in computational effort.
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