THE CONTINUOUS GALERKIN METHOD FOR AN
INTEGRO-DIFFERENTIAL EQUATION MODELING DYNAMIC
FRACTIONAL ORDER VISCOELASTICITY

STIG LARSSON AND FARDIN SAEDPANAH

ABSTRACT. We consider a fractional order integro-differential equation with a
weakly singular convolution kernel. The equation with homogeneous Dirich-
let boundary conditions is reformulated as an abstract Cauchy problem, and
well-posedness is verified in the context of linear semigroup theory. Then we
formulate a continuous Galerkin method for the problem, and we prove sta-
bility estimates. These are then used to prove a priori error estimates. The
theory is illustrated by a numerical example.

1. Introduction

Bagley and Torvik [5] have proved that fractional order operators are very suit-
able for modelling viscoelastic materials. The basic equations of the viscoelastic
dynamic problem, with surface loads, can be written in the strong form,

pii(@.1) = V - oo(u; a,t)

+/tb(t s)V - o1(u;x,s)ds = f(x,t) in Qx (0,7),
0

(1.1) u(z,t) =0 onTp x (0,7T),
o(u;x,t) -n(x) =g(x,t) onT'n x (0,7),
u(z,0) = u’(x) in Q,
a(x,0) = v°(x) in Q,

(throughout this text we use ’-’ to denote ’%’) where u is the displacement vector,

p is the (constant) mass density, f and g represent, respectively, the volume and
surface loads, oy and o are the stresses according to
t

(12) o(t) =oo(t) — ; b(t — s)o1(s)ds, with

oo(t) = 2upe(t) + MoTr(e(®)I, o1(t) = 2u1€(t) + A1 Tr(e(?))I,

where A\g > A1 > 0 and pg > p1 > 0 are elastic constants of Lamé type, € is the
strain which is defined through the usual linear kinematic relation € = 3(Vu +
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(Vu)T), and b is the convolution kernel

(13)  b(t) = —%(Ea(—(t/ﬂ‘)‘)) e A G R PSTe

T\T T
Here 7 > 0 is the relaxation time and E,(z) = >";2, F(%kak) is the Mittag-Leffler

function of order a € (0,1), v = % = i—; < 1, so that o1 = yo¢ and we define
B(t) = vb(t). The convolution kernel is weakly singular and 8 € L;(0,00) with
Jo°B(t) dt = . We introduce the function

(1.4 )= [ Beds= [ Bs)ds

which is decreasing with £(0) = ~, tlim &(t) =0, so that 0 < £(t) <.

We let Q € R?, d = 2,3, be a bounded polygonal domain with boundary I' =
I'p UT N, where T'p and 'y are disjoint and meas(I'p) # 0. We introduce the
function spaces H = Ly(Q)?, Hr, = La(I'y)?, and V = {v € H'(Q)? : v|r,= 0}.
We denote the norms in H and Hr,, by ||| and ||-||r,, respectively, and we equip
V with the inner product a(,-) and norm ||v||?, = a(v,v), where (with the usual
summation convention)

(1.5) a(v,w) = /9(2/@62-3-(1))61-]- (w) + Xo€ii(v)ej;(w)) dz, v,weV,

which is a coercive bilinear form on V. Setting Au = —V - o¢(u) with D(A) =
H2(2)4 NV such that a(u,v) = (Au,v) for sufficiently smooth w,v € V, we
can write the weak form of the equation of motion as: Find wu(t) € V such that
u(0) = u®, %(0) = v°, and

pii(t), v) + a(u(t), v)— /0 B(t — s)a(u(s), v) ds
= (f(t)ﬂ)) + (g(t)7v)FN7 VveV,te (O,T),

with (g(t),v)ry = fFNg(t) -vdS. For more details see [1], [2], [3], [4] and references
therein.

Defining u; = u and uy = w we write (1.6) as: Find wy(¢), u2(t) € V such that
u1(0) = u°, uz(0) = v°, and

a(u(t),v1) — a(ua(t),v1) =0,

(L.7)  plaa(t),ve) + alui(t), vs) — /0 Bt — s)a(ui(s),va)ds
:(f(t),’l)g)—F(g(t),’Ug)FN, v’vla'UZ 6‘/715e (O5T)

In the next section, using (1.6) with 'y # &, g = 0 or 'y = &, we reformulate
the problem as an abstract Cauchy problem and prove well-posedness. We also
discuss the regularity and obtain some regularity estimates. In §3 we use (1.7) to
formulate a continuous Galerkin method based on linear polynomials both in time
and space. Then in §4 we show stability estimates for the continuous Galerkin
method, and in §5 we use them to prove a priori error estimates that are optimal
in Loo(Lo) and Lo (H?'). Finally, in §6, we illustrate the theory by computing the
approximate solutions of (1.1) in a simple but realistic numerical example.

There is an extensive literature on finite element methods for partial differential
equations with memory, see, e.g., [1], [7], [8], [9], [10]. The present work extends

(1.6)
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previous works, e.g., [2], [3], [15], on quasi-static fractional order viscoelasticity
(pt = 0) to the dynamic case. The paper [4] also deals with the dynamic case but
considers only spatial discretization. A dynamic model for viscoelasticity based on
internal variables is studied in [12]. The memory term generates a growing amount
of data that has to be stored and used in each time step. This can be dealt with
by introducing ”sparse quadrature” in the convolution term [16]. For a different
approach based on ”convolution quadrature”, see [13], [14].

The main result in the present work are derived under rather restrictive assump-
tions, 'y = @ or 'y # @, g = 0, which guarantee the global regularity needed
for the a priori error analysis. Also our results do not admit adaptive meshes. In
general such global regularity is not present, which calls for adaptive methods based
on a posteriori error analysis. We plan to address these issues in future work.

2. Existence and uniqueness

In this section, using the theory of linear operator semigroups, we show that
there is a unique solution of (1.6), with pure Dirichlet boundary condition, that is,
I'y = &, or with homogeneous mixed Dirichlet-Neumann boundary condition, that
is, g =0, I'y # &. The theory presented here does not admit the term (g, v)r, # 0
n (1.6). We then investigate the regularity in the case of homogeneous Dirichlet
boundary condition, that is, I'y = @. The techniques are adapted from [6].

We consider the strong form of (1.6), for any fixed T' > 0, that is,

(2.1) pit(t) + Ault /ﬂt—sAu (s)ds = f(t), te(0,T),
with the initial conditions
(2.2) u(0) = u’ € D(A), u(0) =" V.

We extend u by u(t) = h(t) for t < 0 with h to be chosen. By adding — f?oo B(t—
s)Ah(s) ds to both sides of (2.1), changing the variables in the convolution terms
and defining w(t, s) = u(t) — u(t — s), we get
(2.3) pu(t) +yAu(t) / B(s)Aw(t,s)d / B(s)Ah(t — s)ds
where ¥ =1 —~ —1—f0 s)ds > 0.

2.1. An abstract Cauchy problem. We choose h(t) = u° in (2.3), so that

(2.4) pir(t) + FAu(t) / B(s)Aw(t,s)ds = f(t),

where,

and, in view of (1.4),

(2.5) F(t) = f(b) — £(t) Au®.

Then we reformulate (2.4) as an abstract Cauchy problem and prove well-posedness.
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We set v = pu and define the Hilbert spaces

W= Lo((0.00):V) = {w: fwlfy = p [ Bls)lw(s)[ s < oo},

Z=Vx HxW={z=(uvw): |z} = Fplull + o] + fw]y < oo},
We also define the linear operator A on Z such that, for z = (u, v, w),

Az = (; fyu+/ O(s ds) 1'u—Dw)

with domain of definition

D(A) = {(u,v,w) €Z:veV,Ju+ /Oooﬁ(s)'w(s) ds € D(A),w € D(D)}7
where

Dw = diw with D(D) ={w e W: Dw € W and w(0) = 0}.
s

Therefore, a solution of (2.1) with (2.2) satisfies the abstract Cauchy problem
2(t)=Az(t)+ F(t), 0<t<T,

20 zwzﬁ,
where F(t) = (0, f(t), 0) an = (u® pv?, 0), since
(2.7) w(0,5) = u(0) — u(—s) = u(0) — h(—s) = u’ —u® = 0.

We also note that w(t,0) = u(t) — u(t) = 0, so that w(¢,-) € D(D).

A function z which is differentiable a.e. on [0,7] with 2 € Ll((O,T)7 Z) is called
a strong solution of the initial value problem (2.6) if 2(0) = 2%, z(¢) € D(A), and
z2(t) = Az(t) + F(t) a.e. on [0,T].

Lemma 1. Let z = (u,v,w) be a strong solution of (2.6) with 2° = (uo, pv?, 0).
Then w is a solution of (2.1) with initial conditions (2.2).

Proof. For the components of the strong solution z of (2.6), we have

al(t) = %v(t), te(0,T),

v(t) = —A yu / B(s)w(t, s ds) +f(t), te(0,7),
w(t,s) = p () Dw(t,s), se€(0,00),t€ (0,T).

The first equation and 2% = (uo, pv0, 0) imply the initial conditions (2.2). The
first and third equations mean that w satisfies the first order PDE

0 J

at e Tt
Besides, since w(0,-) = 0 and w(t,-) € D(D) we have the boundary conditions
w(0,s) = 0 and w(t,0) = 0. Hence w(t,s) = u(t) —u(t —s),0 < s < ¢, and
w(t,s) = u(t) —u® = u(t) — u(t — s5), 0 <t < s. This and the fact that (2.4) is
obtained from the first two equations, imply that w satisfies (2.1) a.e. on [0,T] by
backward calculations from (2.3). O
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Theorem 1. Assume that I'y = @ or 'y # @ and g = 0. There is a unique
solution w = u(t) of (2.1)~(2.2) for all u® € D(A) and v° € V, if f:[0,7] - H
is Lipschitz continuous. Moreover, for some C' = C(7,p,T), we have the regularity
estimate

@8) Ol + 0] < ('l + 10"+ [17]ds). te.7)

Proof. For any u’ € D(A) and v° € V, we have 2° = (u% v°,0) € D(A). We first
show that F in (2.6) is differentiable a.e. on [0,7] and F € Li([0,T); Z). We then
show that the linear operator A is the infinitesimal generator of a Cy semigroup e'
on Z. These prove that there is a unique strong solution of (2.6) by [11, Corollary
4.2.10], and the proof of the first part is then complete by Lemma 1. Finally we
prove (2.8).

1. By assumption f is Lipschitz continuous on [0,7]. Hence f is differentiable
a.e. on [0,T] and f € L,((0,T); H), since H is a Hilbert space. Since £(t) = — /()
by (1.4), from (2.5) we get

Ft) = F(t) + Au’B(2),
which shows that f is differentiable a.e. on [0,7]. Thus F is differentiable a.e. on
0,7) and ' € Ly((0,T); Z).
2. We use the Lumer-Philips Theorem [11] to show that A generates a Cj
semigroup of contractions on Z. To this end we first show that A is dissipative.
For z = (u,v, w) € D(A) we have

(Az, z)z = Fa(v,u) — vu—i—/ B(s ds), v )—&—(%U—Dw,'w)w

= — s)a(Dw(s),w(s))ds = —= s w(s)||? ds.
= [ Bea(Du(s), w(s)d 2"/0 B(s)Dlfw(s) [} d

To prove that the last term is non-positive, and hence A is dissipative, we consider
for € > 0,

[eS) M
| seDwe) I ds = im [ 5s)Dlw(o)]ds
M
= Jim_(50D[wODIR - B@w@lf - [ ) s} ds)

M
> —Be)llw(e)F,

because 3'(s) < 0 and limp;—oo B(M)|Jw(M)||3 = 0, since [ B(s)||w(s)||} ds <
00. Since w(e) = f “ Dw(s) ds, by the Cauchy Schwarz 1nequahty we have

()2 < / |Dw(s)|v ds)” < / @ds / B(s) | Dw(s)[12 ds,

and consequently we get

(Ollw(e)] < / e / 3(s)|Dw(s) [} ds < e Dy
since f(e) < B(s) and (u, v, w) € D(A) implies Dw € W. Therefore
. € 2
(Az,z)7 < 613& B | Dwly = 0,
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and A is dissipative.

Next we show that R(I — A) = Z. To see this, for arbitrary (¢,,0) € Z we
must find a unique (u,v,w) € D(A) such that (I — A)(u,v,w) = (¢, 1, 0), that
is,

1
u—-—-v= ¢7

(2.9) v+ A(&u n /O ~ B(s)w(s) ds) —
w — %v—&—Dw:O, w(0) =0.
From the first and third equations and w(0) = 0 we get
v=plu—¢), w(s)= /OS er_s(%v +0(r)) dr.
Substituting these into the second equation of (2.9), we get
=)+ A(Tus [ 06) [t g0 aras) = v,

0 0

and hence
(2.10) u+ kAu = ¢ + %(@b + /Oooﬂ(s)es /OSeTA((ﬁ —0(r)) dr ds),

where k = %(1 — [ B(s)e™*ds) > 0. Now we need to show that this equation has
a solution. The weak form is to find u € V such that

b(u,v) = L(v) Yv eV,
with the bilinear form
b(u,v) = (u,v) + ka(u,v) for u,v €V,

and the linear form

L() = (,v) + ~(3p,v) + 1/ g(s)e*S/ ¢a(¢— O(r),v) drds.
p PJo 0
Clearly b(,) is bounded and coercive on V, and L is bounded on V. Therefore by
the Riesz representation theorem, there is a unique solution, hence R(I — A) = Z.
Since Z is a Hilbert space, it follows from [11, Theorem 1.4.6], that D(A) = Z.
So we have verified all the hypotheses of the Lumer-Philips theorem to complete
the first part of the proof.

3. The unique strong solution of (2.6), is given by

t
2(t) = 20 —|—/ e=9AF(s) ds,
0

tA”Z

and |le < 1, since A generates a C semigroup of contractions. Therefore

t
Izl z < 112°]lz +/O||F(S)|Iz ds.
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Since v = pat, 2° = (u’, pv°, 0) and ||[F(s)]|z = |F(s)]| = | £(s) — &(s) AuP]|, we
have

(ol + 1P +p [ ool ds) "

t
. 1/2
< Goll I+ 2101 + [ (156 + ()1 4w ds
Consequently, we have the estimate (2.8) with C' = C(%, p,T). O

2.2. Regularity. In order to prove higher regularity we specialize to the homoge-
neous Dirichlet boundary condition, that is, 'y = &, and assume that the polygonal
domain 2 is convex. This guarantees that we have the elliptic regularity estimate,

(2.11) lw| 2 < C||Aul|, we H*(Q)NV.
We first choose h(t) = u® + tv° in (2.3), so that

(2.12) pir(t) + FAu(t) / B(s)Aw(t, s)ds = f(t),
where
u(t) —u(t — s), s €[0,¢],
t,s) =
W)= ) —w® — (- s, s e [t, 00),
and, in view of (1.4),
(2.13) F() = F(t) — Av” / (t — $)(s) ds — £(t) Au®,
t
Then differentiating the equation (2.12) in time we get
(2.14) W(t) + 7 Aa(t) / B(s) Aw(t, 5) ds = F(1),
which, with an underline instead of one time derivative, can be written as
(2.15) pir(t) + FAu(t) + | B(s)Aw(t,s)ds = f(t),
0
with the initial values
1
(2.16) u(0) =o' =", 4(0) =2’ = Z(£(0) ~ 4u’),
and
(2.17) F(t) = F(t) = F(1) — () AV + 5(¢) Au’
and

a(t) —v°, s € [t,00),

so that w(t,0) = 0. We note that w is continuous and w(t,-) € D(D) for t > 0.
Then, in the same way as in §2.1 with v = pt, we can reformulate (2.15)—(2.16)
as the abstract Cauchy problem

2t)=Az(t)+E(t), 0<t<T,
2(0) = 2°,

wit.s) = {u(t) —u(t—s), sel0,t,

(2.18)
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where F(t) = (0, i(t) ,0) and 2° = (u, pv°, 0), since
(2.19) w(0,5) = w(0) — v’ =0’ —v° =0.

Lemma 2. Let z = (u,v,w) be a strong solution of (2.18) with 2° = (u°, pv?, 0).
Then u(t) = u® + fo s)ds is a solution of (2.1) with initial conditions (2.2).

Proof. Clearly u(0) = u® and @ = u. Hence 2° = (uo Y, 0) implies 4(0) =
u(0) = u® = v°, so that (2.2) holds. Then since 2(t) = Az(t) + F(t) a.e. on [0,T],
we have,
1
ﬂ(t) ;Q(t) le (OvT)v

Q():—A ’yu / B(s)w(t,s ds)—i—z(t), te(0,7),
w(t,s) = p () Dw(t,s), se€(0,00),t€(0,T).

The first and the third equation with w(¢,0) = 0, w(0,s) = 0 has the unique
solution w(t,s) = wu(t) — u(t — s) that implies, by integration with respect to t,
w(t,s) = u(t) — u(t —s) fo 7,5)dr. By the first equation we have &t = @ =
%y , so that the second equation is (2.14). The proof is completed by backward
calculation from (2.14). O

In the next theorem we find the circumstances under which there is a unique
solution of (2.1) with more regularity.
Theorem 2. Assume that 'y = @ and that Q is a convex polygonal domain. There
is a unique solution u = wu(t) of (2.1)—(2.2) if v € D(A), £(0) — Au® € V, and
f: [0,T] — H is Lipschitz continuous. Moreover, for some C = C(%,p,T), we
have the regularity estimate

[a@lv + @@ + lw)]|

2.20 L,
220 < (15O = A+ 1= + [ 1F1d5). e 0.7

Proof. 1. From the asbumptionb on u’, v° and £(0) and recalling (2.16) and (2.19),
we have 2° = (u?, pv°, w’(+)) € D(A). We split the load term Fin (2.18) as

E:E1 "‘Eza

where F',(t) = (0, f,(t), 0) = (0, f(t) — £&(t)Av°, 0) and Fy(t) = (0, £,(t), 0) =
(0, B(t)Au, 0). We show that each one of the abstract Cauchy problemb for

i=1,2,
(2.21) 2(t)=Az(t) + E,(t), 0<t<T,
' 2(0) = 2°,

has a unique strong solution, and consequently there is a unique strong solution
of (2.18). We recall that the linear operator A is an infinitesimal generator of a
Co-semigroup of contractions e on Z by the proof of Theorem 1.

Considering

f1(t) = f(t) + B(t)Av°



CG METHOD FOR FRACTIONAL ORDER VISCOELASTICITY 9

and the assumptions on v° and f, F, is differentiable a.e. on [0,7] and F, €
L1((0,T); Z). By [11, Corollary 4.2.10], there is a unique strong solution of (2.21)
for i = 1. On the other hand F,(t) is continuous on (0,T), Fy(t) € D(A), t €
(0,7), and AF, € L1((0,T); Z), since B(t) is continuous on (0,7) and Au® € V.
Therefore, by [11, Corollary 4.2.6], there is a unique classical solution of (2.21) with
i = 2. Since any classical solution is a strong solution, the proof of existence and
uniqueness is completed by Lemma 2.
2. We have the unique strong solution of (2.18), i.e.

t
z(t) = et420 +/ AR (s) ds,
0

with [|e*||z < 1. Following step 3 of Theorem 1, using (2.11), we get (2.20). O

3. The continuous Galerkin method

Recalling the function spaces H = Ly(Q)4, Hr, = Ly(Ty)? and V = {v €
HY Q)¢ : v|p,= 0} (d = 2,3), we provide some definitions which will be used in
the forthcoming discussions.

Let 0 =tg <t1 < -+ <th_1 <t, <--- <ty =T be a partition of the time
interval I = [0, T]. To each time subinterval I,, = (t,—1,t,) of length k,, = t,, —t,_1,
we associate a triangulation 7, of € with piecewise constant mesh function h,,
defined by

(3.1) hn(z) = diam(K), forze K, K € T,

and the corresponding finite element space V,, of vector-valued continuous piecewise
linear polynomials, that vanish on I'p (This requires that the mesh is adjusted to
fit I'p.). We also define the spaces, for ¢ =0, 1,

W@ = {Uﬂw‘ﬂxln —w" € V[/'r(Lq)7 n= 1,...,N},
where,

W = {'w cw(x,t) = iwi(ac)ti7 w; € Vn}.
i=0

Note that w € W may be discontinuous at ¢t = t,,, and w € W is piecewise
constant in time.

With Pg denoting the set of all vector-valued polynomials of degree at most ¢,
the orthogonal projections Ry, : V — Vi, Prp : H — V,, and Py, : Ly(I,)¢ —
P?_(I,) are defined, respectively, by

a(Rpnv —v,x) =0, VveV, x €V,
nU — 0, =Y, Hv ny
(3.2) (Phnv—v,x)=0 Yve H, xeV,
/I(Pkm'v —v)-pdt =0, Yvec Ly(I,)% ¢ e Pg_l .

Correspondingly, we define Ryv, Ppv and Prv by (R,v)(t) = Ry nv(t), (Pro)(t) =
Prav(t) for t € I,, and Prv = Prp(v]r,), (n = 1,--- ,N). We also define the
orthogonal projections, R, : La(I,,V) — Wi and P, : Ly(I,, H) — Wi,
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such that

/ a(Rpu —w, ) dt =0, Yap e WY wue Ly, V),
(3.3) In

/(Pnu —u,p)dt =0, Ve Wl Y we Ly, H).

In

Correspondingly, we define R : Ly(I,V) — WO P : Ly(I,H) — W in the
obvious way.
One can easily show that

(3.4) R=RyPr =PixRn, P=PLPr="PrP,

and for u € W,V , VE Wr(LO),

(3.5) /I (u, v) dt = / (Penu,v) dt, / a(u, v) dt = / APy, v) dt.

I, I, In

n

We introduce the linear operator A, , : V. — V,, by
a(vy, wy) = (Ap 1 Up, wy) Y, € V,, w, € V,.

We set A, = A, ,, with discrete norms

[on i = |AY 20, = 1/ (v, ALw,), v, €V, andl€R,

and Ay, so that Apv|, = A,v for v € V,,. For later use in our error analysis we
note that P,A = ARy,
We define the bilinear and linear forms B: W x W — R and L : W — R by

B(u,v) = Z/ (— a(ug,v1) + a(ty,v1) + p(te, v2) + a(ul,vg)) dt

N t
_Z/I /0ﬂ(t_S)G(Ul(s),vz(t))dsdt,

N
L(w) = Z/I(.faw2) + (gan)FN dtv

where W is the space of pairs of vector-valued functions w(t) = (w1 (t), us(t)) € V
that are piecewise smooth with respect to the temporal mesh. We may note that
(W@)2 c W for ¢ > 0.

The continuous Galerkin method of degree (1,1) is based on the variational
formulation (1.7) and reads: Find U = (Uy,Us) € (W(l))2 such that, U, =
u?, Uyy =", and, forn=1,..., N,

/ a(U1, Vi) — a(Us, V1) dt = 0,

n

(3.6) /1 ('0<U2’ V) +a(Un, Va) — /Olﬁ(t —s)a(U1(s), Va(t)) ds) dt

Z/I(ﬁVz)dH/(g,Vz)pN dt, (i, Va) € (W),

n In

+ _ — + _ —
Ul,nfl - Rh,nUan ) U2,n71 - PhynUQ,nfl ’
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where Ufn = lim,_,ox U;(tn + 5), 72 = 1, 2. Hence U € (W(l))2 defined in (3.6)
satisfies:

B(U,PyV) = L(P,V), vV e (W),

UlJTnfl = Rha"Uljnfl ’ UQJTnfl = Ph,nU£n71 ’

Ulf0 :uo, U2_70 :'UO,

where P,V = (PpV1, PrVa).
Since the variational equation (1.7) can be written as: Find u € W such that

B(u,v) = L(v), YveWw,
we may, for later reference, note the Galerkin orthogonality

(3.7) B(U —u,PyV) =0, YV e (WD)

Considering the fact that functions in W,(LO) are constant with respect to time,
we can write (3.6) as
_ k
A"(Ul,n - Ul—t_nfl) -

2
kn _ _ kn _
An((? - 7wn,n)U1,n + (? - fyw:,nfl)Ulfn71> +p (U2A,n - U;:nfl) = Hn + bn?

An(Uy, + sznq) =0,

where

n—1

Hy =7 kpAp,(w,, Up, +wb, UL ),
r=1
trAt
W = / / B(t — s), (s)dsdt, t, At = min(¢,,t),
InJte_1

t-Nt
Wiy = / / B(t — )b 1 (s) dsdt,
InJtr_1

and 9, , zp,j_l are the linear Lagrange basis functions on I,,, so that, for i = 1, 2,

Ui(@, 1) laxr,= va (U, 1 (2) + ¥y, (OU;, ().

From now on we assume, for simplicity, that 7,y C 7, n = 2, ..., N, which
means that the spatial mesh is allowed to be refined (or unchanged) at ¢,,—1. Then
Va1 CValn=2,...,N), U,y =U;, y(n=1,...,N,i=1,2), and the
initial conditions in (3.6) reduce to Ui(-,0) = u) = Ry 1u’ and Us(-,0) = v)) =
PhJUO. In this case U is continuous with respect to t.

4. Stability estimates

We consider a modified problem by adding an extra load function, say f; =
f1(t), to the first equation of (3.6). This kind of problem will occur in our error
analysis below. Moreover, in the error equations the term corresponding to the
surface load is zero, i.e., g = 0. In this section we therefore consider the problem:



12 S. LARSSON AND F. SAEDPANAH
. 2
Find U € (W(l)) such that, forn=1, ..., N,

/a(Ul,Vl)—a(Ug,Vl)dt:/a(fl,Vl)dt

I, I
/In(p(UQ,VQ) +a(U, Va) — /Otﬂ(t — s)a (U (s), Vg(t))ds> dt

:/(frz,vz)dt, V(Vi,Va) € (W),
I

n

Ui, Us continuous at t,,_1,
Ui(,0) =up, Us(,0) =Y.
Then U satisfies:
B(U,PyV) = L(P,V), VYV e (WM)?%
(4.2) U1, Uy continuous at ¢,,_1,
Uir(-,0) = upy,  Us(:,0) = vy,
where the linear form L : W — R is defined by,

Z/ a(fy,wr) + (anwQ)) dt.

n=1

In the next theorem we prove an energy identity for problem (4.1) which will be
used for proving the error estimates in the next section.

Theorem 3. Let U = (Uy,Us) be a solution of (4.1). Then for anyl e R, T >0,
we have the equality

T
PV 12+ ET) TN 1r + / BIULIZ 1o dt
0

T pt
+ / / B(t — $)Dy|Wa(t, 8)[2 11, ds dt
0 0
(4.3) — ploR2, + W92 s

T T
b2 [P, AU 2 [ Ea(RE, AU de
0 0

T pt
+2/ /ﬁ(t—s)a(Rfl(t),Alhwl(t,s)) ds dt,

where Wi (t,s) = Uy (t) — Ui(s) and, recalling (1.4),

(4.4) Et) =€) +1— —1—/5

with0 <1 —7v< é(t) < 1. All terms on the left side of (4.3) are non-negative.

Proof. Throughout the proof we note that U; (i = 1, 2) are continuous, hence
piecewise differentiable with respect to t. We organize our proof in 6 steps.
1. Expressing Us in terms of U;. The first equation of (4.1) may be written as

/a(Pk,nUz,vl)dt:/a(U1 — R, f, Vi) dt, vView.
I I

n n
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Therefore, we get
(4.5) PelUy =U, — Rf, e WO,

2. Using the calculation
/ﬂtfsUl()dstl //Btfs )(U1(t) — Ui(s)) ds
- / B(s) ds Uy (1)
= £(t) /ﬁt—sz(ts)d

and recalling the definitions of the P and P~ in (3.3) and the functions W; and
&, we can write the second equation of (4.1) in the form

/ (,0(027 Va) + a(Uy, Va) + /tﬁ(f — s)a(Wi(t, s), Va(t)) ds) dt
0 0

T
- / (Pofo, Va)dt, YVoe WO,
0
Choosing Vo = AﬁL’PkUg gives us

T T
[ ot aypivydes [ o, AP de
0 OT ,
(4.6) —|—/ /ﬁ(t—s)a(Wl(t,sLAﬁlPkUg(t)) dsdt
0 0
T
— [[Pr v i
0

We study the three terms in the left side of the above equation.

3. Using Uy € W by (3.5), we can write the first term of the left side of (4.6)
as

T T T
/ p(Us, Ay PrUs) dt = p/ (Uz, AL Uz) dt = g/ Dy|Us, , dt
0 0 0

-3

where in the last equality we used the continuity of Us.
4. With (4.5), we can write the second term as

p
—Uznalh) = 5 (1Uanli = 10012,).

l\.’)lb

/fa Uy, A}, PyUs) d Z/th|U1\hl+1dt /fa Ur, ALRf,) dt
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Then we integrate by parts in the first term of the right hand side and use the facts

that £(t) = —3(t) and £(0) = 1, to get
N

T
. 1 . .
/0 a(Uy, AL PRU,) dt = 5 > (f(tn)\Ul,n\%,zH - S(tn71)|U1,n71|%7l+1)

n=1

N T
1 L N
-5 E /E\Uﬂi,z“ dt */ £a(Ur, ALRf,)dt
n=171n 0

1/~
= ;@O i -

where we used the continuity of U;.
5. Consider now the third term in the left hand side of (4.6). Using (4.5) and
the fact that Uy (t) = D;W (¢, s) we have

1 (T T
t5 [ B0 ade = [ GalRpy A0 ar
0 0

Tt 1 /Tt
//ﬂ(t—s)a(Wl(t,s),A%”PkUz) dsdtzi/ /6(t—s)Dt|W1(t,S)|%’l+1dsdt
0 Jo 0 Jo
T
—/ /ﬂ(t—s)a(AthVl(t,s),Rfl(t)) ds dt.
o Jo

The first term on the right hand side is non-negative. To prove this, take € € (0, 7).
Then

T pt—e
| [ Bt ndmes)f i dsae
e JO

T—e
_ / B(t — 5)Dy|Wi(t, 8)[2 1y ydt ds
+e€

T—e
(4.7) = B(T*S)|W1(T,S)|i,z+1 ds — /6(6)\W1(5+573)|}21,1+1d5
0 0

T—e ¢T
=[] B 9t e ds
0 s+e

T—e
Z _ﬁ(e)/ |W1(S+€73)|l2z,l+l dS,
0

where we used the facts that G(¢ ) < O and ((t) > 0 for the last inequality. Then
using Wi(s+¢€,8) =Ui(s+¢€) — fs+6U1 dt we get

Wis e 8) g < ( /

S

s+e
: 2 : 2
[U1(8) 141 dt) < € max [U1 (0141

So (4.7) yields

/ / B(t — s)Dy|W1 (¢, s)|hl+1 dsdt > —e ﬁ(e) max |U1( )|i’l+1.

0<t<T

Therefore, for a fixed mesh, we let ¢ — 0 and conclude

T pt
/ / B(t — s)Dy|Wi(t,s)|7 4y dsdt > 0.
0 0

6. Putting the results from steps 3, 4, and 5 into (4.6) completes the proof. ]
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Remark 1. In [4] the auxiliary function w(t, s) = u(t) — u(t — s) was used in the
same way as in our §2, to obtain stability estimates for the spatially semidiscrete
finite element method. This does not work here because s — Uy (t) — Uy (t — s) does
not belong to W if the temporal mesh is non-uniform.

We use (4.3) to obtain a stability estimate to be used in the error analysis. To
this end, from (4.3), we have

T
PUs N2+ EDNUs N1y < plOD2, + Q2 14y +2 / (AL P £, Uy) di

T

+2 [ adin, U de
0
T pt

+2/ /B(tfs)a(AﬁLRfl(t),Wl(t,s))dsdt.
0 0

Therefore using (3.4), 1 —~ < £(¢) < 1 and fgﬁ(s) ds < v, we get
plU2,n15 + (1= N|ULN]E 1

T
< plogln +udl e +2 / (A2 PyPufs, A Us) dt
0
T 1/2
+2 a(Ah Pthfl,Ah Uy)dt
0
Tt 1/2 1/2
+2/ /B(t—s)a(Ah/ PeRnf1(t), AW (t, ) ds dt
0 0
T
< P|”2|i,z + |“2\%,l+1 + 2/ |PrPrFaln.i|lUz|n, dt
0
T
+ 2/ [PeRuS1lhi+1|U1|n,41 dt
0
T
27 [ PR Or gmg IWs (0, 5)

1 T 2
el + spmax|Usli, + C(/ |PrPrfaln dt)
27 [0,7) 0

< plvp i, + |up

1 T 2
+ 5= maxVf s + O [ 1PRAS i )
[0,T] 0

where C' = C(p, ). Using that, for piecewise linear functions, we have

max|U;| < max|Uj |,
[0,T] (0,77

T T
/|7>kf|dts/ £l dt.
0 0

and that the above inequality holds for arbitrary N, we conclude in a standard way

h,l) dt),

and

\Uz, N |t + |UL,N|hi41
(4.8)

T
< C<|’U9L|h,z + [up|pis1 +/ (|Rh.f1|h,l+1 + [ Pnfo
0

with C = C(p, 7).
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5. A priori error estimates

To simplify the notation we denote the Sobolev norms ||| i) by ||-[l;. We
define the standard interpolant Iv € W1 by

(5.1) Low(t,) =v(t,), n=0,1,---, N.

By standard arguments in approximation theory we see that, for ¢ =0, 1,
T T
(5.2) / Tvw — vl|s dt < qu+1/ DI | dt, fori=0,1,2,
0 0

where k = maxi<n<n k.
We assume the elliptic regularity estimate ||v|2 < C||Av||, Vv € D(A), so that
the following error estimates for the Ritz projection (3.2), hold true

(5.3) |IRpv —v|| < CR|lvlls, Yve H°NV, s=1,2.

Hence, as in §2.2, we must specialize to the pure Dirichlet boundary condition and
a convex polygonal domain. We note that the energy norm || - ||y is equinalent to
I |l1 on V.

Theorem 4. Assume that 'y = &, Q is a convex polygonal domain, and V,,_1 C
Viyn =2,...,N. Let w and U be the solutions of (1.7) and (4.1). Then, with
e=U—u and C =C(p,v), we have

T T

e vl < ChQ(H”0||2 + [luz, N2 +/ (|2 |2 dt) + Ckz/ (llazlly + Nl ]l2) dt,
0 0
T T

lernl: < Ch(Hul,NHz + [[v°]l1 +/ (|21 dt) + CkQ/ ([ally + [ ]l2) dt,
0 0

T T
lew,n|l < Chz(Hul,NHz +/ [[uzll2 dt) + Ck‘z/ (a2l + [ 11) at.
0 0
Proof. We set
(5.4) e=0+n+p=U—7u)+ (ru — Ju) + (Ju — u),

for some suitable operators m and J which will be specified in terms of the time
interpolant I, in (5.1) and projectors Ry, and P, in (3.2), so that mu € W) and
7 and p will correspond to the temporal and spatial errors, respectively. Due to
(5.2)—(5.3) we just need to estimate 8. To this end, using the Galerkin orthogonality
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(3.7) and the definition of 6, we get
B(6,PrV) = —B(n,PrV) — B(p, PiV)

T
- / a(1y. PiVi) — (i, PeV)—plits, PiVe) —almy, PiVa) di
0

T ot
+/0 /Oﬂ(tfs)a(nl(s),Png(t)) dsdt

(5:5) + / a(pa, PuVi) —a(pr, PuVi) — (s PiVa) —alpy, PiVa) di
0

T pt
+ [ [ 8t = s)alor(s). Puvat) dsas
10
=3 "E;, vve (W)

We consider two different choices of the operators m and J. In order to prove the
first two error estimates we set, for i = 1, 2,

0, =U;, — IRpu;, n;=UIx—DRpui, p;=Rn—1Du,.

Integrating by parts in Fy and E3 with respect to time and using (5.1) we have
for both cases

(5.6) Ey=FE3=0.
Moreover, by the definitions of i and p, we have
Eg=FE; = Eg = F1p = 0.

Therefore,

T
B(B,PkV):/ a(my, PRVA) dt
0

+ [ (a(=m+ / B sy (5)ds. PuV2) - (o, PuVa))

— L(PV), YV e (Wh)?

which is of the form (4.2) with f, =n,, f, = An(—m, +f0tﬂ(tfs)n1(s) ds) — pps-
Applying the stability inequality (4.8) with [ = 0, and considering the fact that
lo.n = |-l and [-n,1 = |[-[|1, we have

T
[02,n + 101,51 < C(HGQ(O)H + ||91(0)||1) + C/O [Riumoll1 dt

T t
+ 0/0 (IrPn An, | + HPhAh/Oﬂ(t — s)1,(5) ds|| + pllPrps )
where 61(0) = 0, since U1(0) = Rpiu’. Since [Rpv|i < Clv|1, [[Prv] <
lv]], Vv € V and ApRy = PrA, we have
IRnmally = |(Ix = DRuuslly < Cll(Ix = Dus,
[PrArm |l = 1 Apmy |l = [ = D ARRpuall = [|(Ik — I)PrAu |
SNk = DAw || < Cl[(Tk = Dunl2,
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and
/OTHPhAh /Otﬁ(t— s, (s) ds|| dt < /OTHAh /Otﬂ(t— sy (s) ds| dt
< C/O /Otﬂ(t — (I = Duq(s)||2 ds dt

T
<y [Nt~ Dyl dr.
0

Therefore by 8 = e —n — p, n(t,) = 0 and 81(0) = 0, we get
le2, Nl < llpa, [l + C1]02(0)]]

+C / (12 = Dol + (T = Dwll2 + 1|(Rn = D]} dt,

lesnll < oyl +Cl6:(0)]
T
[ (10 = Dl + 1 = Dl + Ry — Dica])
0

which implies the first two estimates by (5.2) and (5.3).
Finally, we choose

0, =U; — Rpu1, ny=Ix—DRpu1, p;=Rr—1Du,
05 =Us — I Prua, my= (I — )Prus, py= Py —Ius.
By the definitions of R}, and Py, in (3.2), this implies
E7 = Eg = Eg = Eqo =0,
and we still have (5.6). Therefore, (5.5) becomes

T
B(0,P,V) = / a(ng + py, PrV1) dt
0

T t
+ [a(=m+ [ 5= m(s)asPuva)
= L(PV), VVe(Wh)?

which is of the form (4.2) with f; =0, + py, fo = Ap(—ny + fotﬁ(t —s)ny(s)ds).
Again applying the stability inequality (4.8), this time with | = —1, and using
[[n0 = |[-ll; we have

T
1511 <C [ (IRumall + [Ropll)

T t
+ C/ <|'PhAh’l71|h,71 + |77hAh/,3(t — S)'l]l(s)ds|h,,1) dt,
0 0

where we used that 8(0) = 0, since U;(0) = Rp1u® and Uz(0) = Pp1v°. Then,

since
[Rrmall = (L — I)Pruz| < |[(Zk — Dual],
Rup2ll = IPu(l = Rp)uz| < Ry — Duzll,
IPrArn1ln,—1 = [AnRa (I — Duslp,—1 = [Ru(Ix — Dualpy < Ol|(Ix — Dually,
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and
T t T pt
/0|73hAh/06(t—s)nl(s) dsln 1 dt < c/o /Oﬁ(t—s)H(Ik D (s)|1 dsdt

T
< Cv/ (T — Ty dt,
0

we conclude

T
lewnll < llovwll + C/O (H(Ik — Dl + [[(Rn = D + [|(Ix — I)u1||1) dt,
which implies the last estimate by (5.2) and (5.3). O

6. Numerical example

In this section we illustrate the numerical method by solving a simple but realistic
example for a two dimensional structure, see Figure 1 (a), using piecewise linear
polynomials. This shows that the model captures the mechanical behaviour of the
material.

We consider the initial conditions: u(z,0) = 0m, %(z,0) = 0m/s, the boundary
conditions: w = 0 at * = 0, g = (0,—1)Pa at x = 1.5 and zero on the rest of
the boundary. The volume load is assumed to be f = ON/mS. And the model
parameters are: 7 = 0.5, 7 = 0.25, v = 0.3, F = 5MPa and p = 7000kg/m3.
The deformed mesh at t/7 = 9 for « = 1/2 is displayed in Figure 1 (b), with the
displacement magnified by the factor 10°, and the computed vertical displacement
at the point (1.5, 1.5) for different « is shown in Figure 2. We note that for small
« there is less damping, that is what we expect, since in the limit o = 0 there is no
convolution term in the model. While at the other limit o = 1 we expect strong
damping, since the kernel 5 with o = 1 is an exponential function, see (1.3).

We also verify numerically the temporal rate of convergence O(k?) for |leg n|-
In the lack of an explicit solution we compare with a numerical solution with fine
mesh sizes h, k. Here we consider h = 0.0223, ki, = 0.0266, « = 1/2, 7 = 1/4.
The result is displayed in Figure 3.

0 0.5 1 15 0 0.2 0.4 0.6 0.8 1 2 14 16 18 2
z(m) z(m

FIGURE 1. (a) Undeformed mesh. (b) Deformed mesh at ¢/7 =9
for a =1/2.
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x 10

FIGURE 2. Vertical displacement for different «.
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F1GURE 3. Convergence order for time discretization.
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