Numerical solution of the finite horizon stochastic linear quadratic control problem
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SUMMARY

The treatment of the stochastic linear quadratic optimal control problem with finite time horizon requires the solution of stochastic differential Riccati equations (SRE). We propose efficient numerical methods which exploit the particular structure and can be applied for large-scale systems. They are based on numerical methods for ordinary differential equations such as Rosenbrock methods, Backward Differentiation Formulas (BDF) and splitting methods. The performance of our approach is tested in numerical experiments.
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1. INTRODUCTION

The stochastic linear quadratic regulator (SLQR) problem in finite dimensions has been first studied by Kushner (1962) [34] and Wonham (1968) [49, 50]. Control problems with stochastic coefficients and the corresponding backward stochastic Riccati equations (BSREs) have been treated in the finite-horizon and finite-dimensional case by many authors [12, 13, 30, 31, 32, 33]. In [51], one can find a complete treatment of the SLQR problem in finite dimensions along with a feedback characterization of the optimal control via a matrix Riccati equation. Note that although this equation is called stochastic Riccati equation (SRE), it is a deterministic differential matrix equation. Thus the feedback relation between the optimal control and the optimal state is deterministic, even though both are random processes.

The finite horizon SLQR control problem for a one-dimensional Brownian motion consists of the controlled state equation

\[
\begin{align*}
    dx(t) &= [A(t)x(t) + B(t)u(t) + b(t)] \, dt + [C(t)x(t) + D(t)u(t) + d(t)] \, dW(t), \\
    x(0) &= y \in \mathbb{R}^n, \quad t \in [0, T],
\end{align*}
\] (1)
and the performance index
\[ J(u) = \frac{1}{2} \mathbb{E} \left( \int_0^T \left( (Q(t)x(t), x(t)) + 2(Sx(t), u(t)) + (R(t)u(t), u(t)) \right) dt + (Gx(T), x(T)) \right). \] (2)

The objective is to find the minimum of the functional \( J \) over all possible controls \( u \) subject to the condition that \( x \) satisfies the state equation (1), where \( T > 0, A, B, C, D, d \) are deterministic matrix-valued functions of suitable dimensions \( A, C \in L^\infty((0, T), \mathbb{R}^{n \times n}), B, D \in L^\infty((0, T), \mathbb{R}^{n \times k}), b, d \in L^2((0, T), \mathbb{R}^n) \) and \( W(t) \) is a Brownian motion defined on \((\Omega, \mathcal{F}, \mathbb{P})\) over \( t \in [0, T] \). We assume \( Q \in L^\infty((0, T), \mathbb{R}^n), S \in L^\infty((0, T), \mathbb{R}^{k \times n}) \) and \( R \in L^\infty((0, T), \mathbb{R}^k), G \in \mathbb{S}^n \) and that all the coefficients depend on time \( t \). Some of these assumptions can be weakened, [51].

If the SLQR problem is well-posed it can be reduced to that of solving a SRE and a backward stochastic differential equation (BSDE). The SRE has the form
\[ \begin{cases} \dot{P} = -(A^T P + PA + Q + C^T P C - (B^T P + S + D^T P C)^T (R + D^T P D)^{-1} (B^T P + S + D^T P C)) \text{ for a.a. } t \in [0, T], \\ P(T) = G, \\ R(t) + D(t)^T P(t) D(t) > 0 \text{ for a.a. } t \in [0, T], \end{cases} \] (3)

and the BSDE
\[ \begin{cases} \dot{\varphi} + (A - B(R + D^T P D)^{-1}(B^T P + S + D^T P C))^T \varphi + (C - D(R + D^T P D)^{-1}(B^T P + S + D^T P C))^T P d + P b = 0, \text{ for a.a. } t \in [0, T] \\ \varphi(T) = 0. \end{cases} \] (4)

The above derivation requires that \( R(t) + D(t)^T P(t) D(t) \) is invertible. The existence and uniqueness of the solutions to these equations are available only for certain special cases. In many applications, there is no multiplicative noise associated with the control input \( u \), i.e. \( D = 0 \), and there is no weighted cross term in the cost functional, i.e. \( S = 0 \). In this case, the SRE (3) has the simplified form
\[ \begin{cases} \dot{P} = -(A^T P + PA + Q + C^T P C - PBR^{-1}B^T P), \text{ for a.a. } t \in [0, T], \\ P(T) = G, \\ R(t) > 0 \text{ for a.a. } t \in [0, T]. \end{cases} \] (5)

Note that we can solve (5) forward in time, i.e. \( P(0) = G \), and in this way state the equation in the usual format of an initial value problem.

In this paper we focus on solving (5) involving multidimensional Brownian motion, i.e. we study
\[ \begin{cases} \dot{P} = A^T P + PA + Q + \sum_{j=1}^\nu C_j^T P C_j - PBR^{-1}B^T P \text{ for a.a. } t \in [0, T], \\ P(0) = G, \\ R(t) > 0 \text{ for a.a. } t \in [0, T]. \end{cases} \] (6)

Our focus is on large-scale problems arising in the numerical treatment of SQLR problems governed by stochastic partial differential equations. The infinite dimensional SLQR problem was solved by Ichikawa in [29] using a dynamic programming approach. Da Prato [17] and Flandoli [19] later considered the stochastic LQR for systems driven by analytic semigroups with Dirichlet or Neumann boundary controls, but with disturbance in the state only. The infinite dimensional LQR with random coefficients has been investigated in [21, 22] along with the associated backward
stochastic Riccati equation. In [39], a novel approach for solving the stochastic LQR based on the concept of chaos expansion from white noise analysis is proposed. For a class of control systems known as singular estimate control systems the stochastic analog of the linear quadratic problem has been first treated by Hafizoglu [24]. This class captures certain systems of coupled parabolic/hyperbolic PDEs, with boundary or point control actions [36, 37, 38]. Recently, a theoretical framework for the stochastic LQR has been laid out for singular estimates control systems in the presence of noise in the control and in the case of finite time penalization in the performance index [25]. Considering the general setting described in [25], an approximation scheme for solving the control problem and the associated Riccati equation has been proposed in [40].

The numerical solution of the SLQR relies on solving efficiently the associated Riccati equation. For the deterministic LQR problem, most of the methods for solving differential Riccati equations, e.g. [2, 8, 35], are based on a low-rank approximation of the solution, and their performance relies on the rapid decay of the singular values. This phenomenon is observed in singular estimate control systems in applications, and has been studied in detail by e.g. [1, 20, 42, 41, 47]. Here we generalize these methods for SREs assuming that the decay property also holds. The assumption is verified empirically in our numerical experiments.

The paper is organized as follows. In Section 2 we solve SREs by ODE methods such as the Rosenbrock and BDF methods in matrix setting. Then, in Section 3, we do the same for first- and second-order exponential splitting schemes. In Section 4, the proposed methods are tested on a few numerical examples and their efficiency is compared. Finally, Section 5 presents our conclusions and outlook.

2. ODE METHODS IN MATRIX SETTING

In [8, 9] it is shown that standard ODE methods can efficiently be applied to the deterministic Riccati differential equation (DRE) in the matrix setting. Here, we discuss the application of these methods to the SRE. In particular, we focus on the Rosenbrock and BDF methods.

Let us first consider the Rosenbrock methods, which have proved to be efficient methods for autonomous DREs. For simplicity we consider the one-dimensional Brownian motion case, i.e. (5), but the same procedure can be applied to the multidimensional Brownian motion case. We discretize the time interval $[0, T]$ by the equidistant grid $\{t_k\}_{k=1}^{N_T}$ with step size $h = t_{k+1} - t_k$, and seek the approximation $P_k \approx P(t_k)$. In order to abbreviate the notation, we further introduce

$$ S := BR^{-1}B^T $$

and represent the right-hand side of the equation by the operator $\mathcal{F} : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$, given by

$$ \mathcal{F}P = A^T P + PA + Q + C^T PC - PSP. $$

We note that the Frechet derivative of $\mathcal{F}$ at $P_k$ is given by the generalized Lyapunov operator $\mathcal{F}'(P_k) : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ with

$$ \mathcal{F}'(P_k)U = (A - SP_k)^T U + U(A - SP_k) + C^T UC. $$

The application of the linear implicit Euler method, as a matrix-valued algorithm, to the SRE (5) now yields

$$ P_{k+1} = P_k + hK_1, $$

$$ K_1 - h(\mathcal{F}'(P_k))(K_1) = \mathcal{F}P_k. \tag{7} $$

Note that $K_1$ represents a $n \times n$ matrix. Expanding $\mathcal{F}'(P_k)$ in (7), we obtain

$$ K_1 - h(A - SP_k)^T K_1 - hK_1(A - SP_k) - hC^T K_1 C = \mathcal{F}P_k. $$
and re-arranging terms gives
\[(h(A - SP_k) - \frac{1}{2}I)^T K_1 + K_1 (h(A - SP_k) - \frac{1}{2}I) + hC^T K_1 C = -FP_k.\]

Denoting \(\bar{A}_k = h(A - SP_k) - \frac{1}{2}I\), we can write the method as:
\[
P_{k+1} = P_k + hK_1, \quad (8)
\]
\[
\bar{A}_k^T K_1 + K_1 \bar{A}_k + hC^T K_1 C = -FP_k. \quad (9)
\]

Hence, one generalized Lyapunov equation (9) has to be solved in every step. We consider such equations in Section 2.1. By writing \(FP_k\) as
\[
(A - SP_k - \frac{1}{2h} I)^T P_k + P_k (A - SP_k - \frac{1}{2h} I)
+ Q + P_k SP + \frac{1}{h} P_k + C^T P_k C,
\]
it is easily seen that \(P_{k+1}\) can be computed directly from
\[
\bar{A}_k P_{k+1} + P_{k+1} \bar{A}_k + C^T P_{k+1} C = -Q - P_k SP - \frac{1}{h} P_k, \quad (10)
\]
where \(\bar{A}_k = A - SP_k - \frac{1}{2h} I\). This avoids the additional step in (8) but is still a generalized Lyapunov equation.

The application of the Rosenbrock method of order two proposed in [8, 9], as a matrix-valued algorithm, to the SRE (5) yields
\[
P_{k+1} = P_k + \frac{3}{2} hK_1 + \frac{1}{2} hK_2,
\]
\[
K_1 - \gamma h(F'(P_k))(K_1) = FP_k, \quad (11)
\]
\[
K_2 - \gamma h(F'(P_k))(K_2) = F(P_k + hK_1) - 2K_1. \quad (12)
\]

Denoting \(\hat{A}_k = \gamma h(A - SP_k) - \frac{1}{2} I\) and rewriting (11) and (12) similar to (9), we can write the method as:
\[
P_{k+1} = P_k + \frac{3}{2} hK_1 + \frac{1}{2} hK_2,
\]
\[
\hat{A}_k^T K_1 + K_1 \hat{A}_k + \gamma hC^T K_1 C = -FP_k, \quad (13)
\]
\[
\hat{A}_k^T K_2 + K_2 \hat{A}_k + \gamma hC^T K_2 C = -F(P_k + hK_1) + 2K_1. \quad (14)
\]

Thus, two generalized Lyapunov equations (13), (14) have to be solved in every step. Rewriting the right hand side of (14) as
\[
-FP_k + h^2 K_1 SK_1 + C^T (P_k + hK_1) C
-(h(A_{k+1} - S_{k+1} P_k) - I)^T K_1 - K_1 (h(A_{k+1} - S_{k+1} P_k) - I),
\]
the method can be written in an efficient way.

In the case of multidimensional Brownian motion, the application of a Rosenbrock method yields essentially the same equations as above, except that the generalized Lyapunov equations are now of the form
\[
F_k^T P + PF + \sum_{j=1}^{\nu} C_j^T PC_j = -H.
\]
Implicit methods. According to [16], the application of any implicit method to the deterministic DRE yields an algebraic Riccati equation (ARE) to be solved in every step. As the structure of the SRE differ from the DRE in the term $C^T P C$, the application of an implicit method to a SRE yields an ARE with an extra term to be solved in each stage. As an illustration let us consider the Backward Differentiation Formulae (BDF) method. Applying the BDF method to the SRE we obtain the matrix valued BDF scheme

$$P_{k+1} = \sum_{j=1}^{p} -\alpha_j P_{k+1-j} + h\beta F P_{k+1},$$

where $\alpha_j$, $\beta$ are the coefficients of the $p$-step BDF formula, see [3]. This leads to the difference equation

$$-P_{k+1} + h\beta (Q + A^T P_{k+1} + P_{k+1} A - P_{k+1} S P_{k+1} + C^T P_{k+1} C) - \sum_{j=1}^{p} \alpha_j P_{k+1-j} = 0,$$

and after re-arranging terms we see that this is the generalized ARE

$$\mathcal{R}(P_{k+1}) := (h\beta A - \frac{1}{2} I)^T P_{k+1} + P_{k+1} (h\beta A - \frac{1}{2} I) + h\beta C^T P_{k+1} C + (h\beta Q - \sum_{j=1}^{p} \alpha_j P_{k+1-j}) - P_{k+1} (h\beta S) P_{k+1} = 0 .$$

(15)

The computation of $P_{k+1}$ by Newton’s method yields a generalized Lyapunov equation to be solved in each step. If $\Delta$ denotes the increment $P_{k+1} \leftarrow P_{k+1} + \Delta$ of the Newton step, then these equations take the form

$$\Delta^T A_{k+1} \Delta + \Delta^T A_{k+1} + C^T \Delta C = \frac{1}{h\beta} \mathcal{R}(P_{k+1})$$

(16)

with $A_{k+1} = A - \frac{1}{2h\beta} I - SP_{k+1}$.

2.1. Generalized algebraic Lyapunov and Riccati equations

The most basic operation in both Rosenbrock and BDF methods applied to SREs requires the solution of generalized Lyapunov equations such as

$$F^T X + X F + \sum_{j=1}^{\nu} C_j^T X C_j = -Y ,$$

(17)

where $F$ is replaced e.g. by $\tilde{A}_k$ in (9), $\tilde{A}_k$ in (10), $\tilde{A}_k$ in (13) and (14), or $\tilde{A}_{k+1}$ in (16). Typically, the right hand side is assumed to be nonpositive definite, i.e. $Y \geq 0$ and the solution $X$ is required to be nonnegative definite, i.e. $X \geq 0$. This is relevant, for instance, when we consider (low rank) factorizations $X = Z Z^T$. In the following let $F, C_j \in \mathbb{R}^{n \times n}$, $j = 1, \ldots, \nu$ and define the linear mappings $\mathcal{L}, \Pi : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ by

$$\mathcal{L}(X) = F^T X + X F , \quad \Pi(X) = \sum_{j=1}^{\nu} C_j^T X C_j .$$

(18)

Here $\mathcal{L}$ is a Lyapunov operator, and $\Pi$ is positive in the sense that $X \geq 0$ implies $\Pi(X) \geq 0$. By $\sigma(T)$ we denote the spectrum of a linear mapping $T$, and by $\rho(T)$ its spectral radius. It is well-known that $\sigma(\mathcal{L}) = \{ \lambda + \bar{\mu} \mid \lambda, \mu \in \sigma(F) \}$, see e.g. [27, Theorem 4.4.5]. According to a generalization of Lyapunov’s matrix theorem in [43], equation (17) has a unique solution $X \geq 0$, if $\sigma(F) \subset \mathbb{C}_{-}$ and $\rho(\mathcal{L}^{-1} \Pi) < 1$, which we will assume in the following. It is easy to see that this assumption
holds for sufficiently small $h > 0$ in all our equations (9), (10), (13), (14), and (16). Conversely, our assumption implies an upper bound for the admissible step size in the methods described above.

A direct solution of (17), e.g. based on a Kronecker product representation of $\mathcal{L}$ and $\Pi$ has prohibitive complexity $O(n^6)$. Therefore, iterative methods are preferable. Since for the standard Lyapunov equation (without $\Pi$) efficient methods like the Bartels-Stewart algorithm or low-rank alternating direction iteration (ADI) techniques are available (with complexity $O(n^3)$ or less), it is natural to exploit the given splitting $\mathcal{L} + \Pi$ and to use $\mathcal{L}$ as a preconditioner. The iterative scheme

$$X_{k+1} = -\mathcal{L}^{-1}\Pi(X_k) - \mathcal{L}^{-1}(Y)$$

is convergent, because $\rho(\mathcal{L}^{-1}\Pi) < 1$. A common variant of (19) is obtained if the preconditioner $\mathcal{L}$ is replaced by an ADI-approximation, see [15]. In [4] and [44] these approaches have been extended to allow for low-rank approximations to $X$. We sketch the low-rank ADI-based variant suggested by [4], which we use in our computations. The underlying assumption is that $Y$ and $X$ can be approximated well by low rank factorizations $Y \approx Y_0 Y_0^T$ and $X \approx ZZ^T$.

For given positive shift parameters $p_0, p_1, \ldots$, consider the iteration

$$X_{k+1} = (F - p_k I)^{-T}(F + p_k I)^T X_k (F + p_k I)(F - p_k I)^{-1} + 2p_k (F - p_k I)^{-T}(\Pi(X_k) + Y_0^T Y_0) (F - p_k I)^{-1},$$

which is a convergent modification of (19). If $X_0 = 0$ then $X_1 = Z_1 Z_1^T$ with $Z_1 = \sqrt{2p_k}(F - p_k I)^{-1} Y_0$ and $X_{k+1} = Z_{k+1} Z_{k+1}^T$ with

$$Z_{k+1} = (F - p_k I)^{-1} \left[ (F + p_k I)Z_k, \sqrt{2p_k} C_1 Z_k, \ldots, \sqrt{2p_k} C_\nu Z_k, \sqrt{2p_k} Y_0 \right].$$

Thus the iteration can be carried out for the factors $Z_k$ of $X_k$.

**Remark 2.1.** (a) Note that if $Y_0$ has $r$ columns, then $Z_k$ has $(\nu + 2)^k r$ columns. To keep the rank of $X_k$ small, in each step a column compression is applied, where $Z_k$ is replaced by a truncated singular value decomposition with fixed error tolerance.

(b) Note also that the special structure of $F$ can be exploited in evaluating (21). In our applications, $F$ is of the form $F = A - SP$, where both $S$ and $P$ are of low rank. This low-rank perturbation can be efficiently handled by use of the Woodbury matrix inversion formula. Furthermore, the matrix $A$ typically arises from the discretization of a partial differential operator. The evaluation of the remaining $(A - p_k I)^{-1}$ can thus be done efficiently using specialized sparse solvers.

(c) A good choice of ADI-parameters is also essential. Following [4] we use the optimal shifts for the standard case from [48], see also [15].

We summarize these low-rank implementation details in Algorithm 1 for our typical case, $F = (A - cI - SP)$, where $c$ is a positive constant. The main difference to [4] is the use of the Woodbury matrix inversion formula to handle the $SP$ term. We note that the ordering of the computations indicated by the parentheses in e.g. $Z(Z^T BR^{-1}(B^T V_i))$ are critical to minimize the storage requirements and computational effort.

Apart from the generalized Lyapunov equation, the generalized algebraic Riccati equation (15) plays a role in the BDF method. It is of the general form

$$R(X) = F^T X + XF + \sum_{j=1}^\nu C_j^T X C_j + Q - XS X = 0.$$  

(22)

Hamiltonian methods designed for standard Riccati equations can not be extended to (22) in an obvious way. Instead, Newton type iterations are typically used see e.g. [14, 50]. These exhibit a remarkable non-local convergence behaviour. Let again $\mathcal{L}$ and $\Pi$ be defined by (18). If $\sigma(\mathcal{L} + \Pi) \subset \mathbb{C}^-$ (which in our applications is fulfilled for sufficiently small $h$), then the Newton iteration applied to (22) starting at $X_0 = 0$ is guaranteed to converge to the largest solution of (22). As mentioned above, each step of the Newton iteration requires the solution of a generalized Lyapunov equation. Pseudo-code for this in the context of the first-order BDF method is given in Algorithm 3, while the simpler first-order Rosenbrock method is outlined in Algorithm 2.
**Algorithm 1** Solving $F^T X + XF + \sum_{j=1}^{\nu} C_j^T X C_j = -Y$ with $F = (A - cI - SP)$ in low-rank form

**Input:** Low-rank factors $Z \in \mathbb{R}^{N \times r_Z}$ and $W \in \mathbb{R}^{N \times r_W}$ such that $P = ZZ^T$ and $Y = WW^T$, shifts $p_0, p_1, \ldots$, relative tolerance TOL, maximum number of iterations $M$.

**Output:** Low-rank factor $V$ such that $X = VV^T$.

1. Set $V_1 = 0$
2. for $i = 1, \ldots, M$ do
3. Set $U_0 = (A + (p_i - c)I)V_i - Z(Z^T BR^{-1}(B^T V_i))$
4. Form $U = [U_0, \sqrt{2p_i}C_1 V_i, \ldots, \sqrt{2p_i}C_r V_i, \sqrt{2p_i}W]$
5. Solve $(A - (c + p_i)I)V_1 = U$ and $(A - (c + p_i)I)V_2 = Z$
6. Solve $(I - B^T Y_2(Z^T BR^{-1}))Y_3 = B^T Y_1$
7. Column compress $V_{i+1} \approx Y_1 + Y_2(Z^T BR^{-1} Y_3)$
8. \{Compute residual of $V_{i+1} V_{i+1}^T$, where $V_{i+1} \in \mathbb{R}^{N \times r}\}$
9. Set $R_L = [(A - cI)V_{i+1} - Z(Z^T BR^{-1}(B^T V_{i+1})), V_{i+1}, C_1 V_{i+1}, \ldots, C_r V_{i+1}, W]$
10. Set $R_D = \begin{bmatrix} 0 & I_r & 0 & 0 \\ I_r & 0 & 0 & 0 \\ 0 & 0 & I_{r \nu + r_W} \end{bmatrix}$
11. if $\sqrt{\text{trace}((R_L^T R_L R_D)^2)} < \text{TOL}$ then break
12. end if
13. end for
14. $V = V_{i+1}$

**Algorithm 2** Step $k$ of the low-rank Ros1 method

**Input:** Low-rank factors $Z_k \in \mathbb{R}^{N \times r_Z}$ and $Q_0 \in \mathbb{R}^{N \times r_Q}$ such that $P_k = Z_k Z_k^T$ and $Q = Q_0 Q_0^T$

**Output:** Low-rank factor $Z_{k+1}$ such that $P_{k+1} = Z_{k+1} Z_{k+1}^T$

1. Column-compress $W \approx [Q_0, Z_k/\sqrt{h}, Z_k(Z_k^T B)]$
2. Solve $(A - \frac{1}{2h} I - SX_k)^T X + X(A - \frac{1}{2h} I - SX_k) + \sum_{j=1}^{\nu} C_j^T X C_j = -WW^T$ via Algorithm 1 for $X = Z_{k+1} Z_{k+1}^T$

3. SPLITTING METHODS

The BDF and Rosenbrock methods treat either the full vector field $F$ or a linearization thereof, but the final step in both methods is to split a number of generalized Lyapunov equations. In contrast to this, a splitting method directly splits the right-hand side into parts, and considers each part separately, see e.g. [28, Section IV] or [23, Section II.5]. The splitting is thus in this case at the top level, rather than at the bottom level.

In the SRE case, we have the natural three-term decomposition

$$F = F_1 + F_2 + F_3,$$
In the following we consider only the case of one-dimensional Brownian motion, i.e.

\[ F \]

Algorithm 3 Step \( k \) of the low-rank BDF1 method

**Input:** Low-rank factors \( V_k \in \mathbb{R}^{N \times r_k} \) and \( Q_0 \in \mathbb{R}^{N \times r_Q} \) such that \( P_k = Z_k Z_k^T \) and \( Q = Q_0 Q_0^T \).

Newton tolerance \( TOL \), maximum number of iterations \( M \).

**Output:** Low-rank factor \( Z_{k+1} \) such that \( P_{k+1} = Z_{k+1} Z_{k+1}^T \)

1. Column-compress \( W \approx [Q_0, Z_k / \sqrt{h}] \)
2. Set \( V_1 = Z_k \)
3. for \( i = 1, \ldots, M \) do
4. \( \hat{X} \) the solution to the subproblem \( \hat{P} = \mathcal{F}_k P + PA + Q \)
5. \( \hat{X} \) the solution to the subproblem \( \hat{P} = \mathcal{F}_k P + PA + Q \)
6. Set \( R_L = [A^T V_{i+1}, V_{i+1}, C_1 V_{i+1}, \ldots, C_r V_{i+1}, Q_0, V_{i+1}(V_{i+1} B)] \)
7. Set \( R_D \), via Algorithm 1, for \( X = V_{i+1} V_{i+1} \)
8. if \( \sqrt{\text{trace}((R_L^T R_L R_D)^2)} < TOL \) then
9. break
10. end if
11. end for
12. \( Z_{k+1} = V_{j+1} \)

where

\[
\mathcal{F}_1 P = A^T P + PA + Q,
\]
\[
\mathcal{F}_2 P = \sum_{j=1}^\nu C_j^T P C_j = \Pi(P) \quad \text{and}
\]
\[
\mathcal{F}_3 P = -PSP.
\]

In the following we consider only the case of one-dimensional Brownian motion, i.e. \( \mathcal{F}_2 P = C^T P C \), but the approach extends directly to the multidimensional case.

The idea is that it is easier or cheaper to approximate the solution to each of the subproblems \( \hat{P} = \mathcal{F}_k P \) than to the full problem \( \hat{P} = \mathcal{F} P \). Let \( T_k(t) P_0 \) denote the solution to the subproblem \( \hat{P} = \mathcal{F}_k P, P(0) = P_0 \). Then the simplest splitting scheme is given by the iteration

\[
P_{k+1} = T_1(h)T_2(h)T_3(h)P_k,
\]

i.e. we simply evolve the dynamics of \( T_3 \) over one time step, then consider the \( T_2 \) dynamics and finally \( T_1 \).

As shown in [46], we can give explicit representations for \( T_1(t) \) and \( T_3(t) \), and these can be efficiently evaluated in a low-rank setting. Unfortunately, there does not seem to be a similarly useful representation for \( T_2(t) \). However, as the matrix \( C \) typically only contains a few small elements and does not give rise to a stiff \( \mathcal{F}_2 \), we can approximate the action of \( T_2(t) \) well with an explicit numerical method. We therefore consider the following modified Lie and Strang splitting schemes, given by

\[
P_{k+1} = T_1(h)T_2(1 + h\mathcal{F}_2)T_3(h)P_k \quad \text{and}
\]
\[
P_{k+1} = T_1(h/2)T_3((h/2)(1 + h\mathcal{F}_2 + h^2/2 \mathcal{F}_2^2))T_3(h/2)T_1(h/2)P_k,
\]

respectively. Here, either the explicit Euler method or the midpoint rule is used to approximate the action of \( T_2(h) \).
In the rest of this section, we briefly recap how to implement these methods in a low-rank fashion. For details, we refer to [46]. As previously, let $P = ZZ^T$ and $Q = Q_0Q_0^T$ be given low-rank factorizations, and consider first $T_1(h)P$. This can be written as

$$T_1(h)P = e^{hA^T}Pe^{hA} + \int_0^h e^{sA^T}Qe^{sA}ds.$$  

By approximating the integral by a (high-order) quadrature formula with weights $w_k$ and nodes $\tau_k$ we see that a low-rank approximation $WW^T$ to $T_1(h)ZZ^T$ is given by

$$W = \left[ e^{hA^T}Z, \sqrt{hw_1\tau_1}A^TQ_0, \sqrt{hw_2\tau_2}A^TQ_0, \ldots, \sqrt{hw_k\tau_k}A^TQ_0 \right].$$

The above notation means that the matrices have been placed side by side. As it is highly probable that this introduces many linearly dependent columns, a column compression technique should be applied after forming these factors.

Consider next the middle term $F_2$. Clearly,

$$W = \left[ Z, \sqrt{h}C^TZ \right] \quad \text{and} \quad W = \left[ Z, \sqrt{h}C^TZ, h/\sqrt{2}C^TC^TZ \right]$$

are low-rank factors of $(I + hF_2)P$ and $(I + hF_2 + h^2/2F_2^2)$, respectively. Again, column compression should be applied after forming these factors.

Finally, one can show that the solution to the third subproblem is given by

$$T_3(h)P = (I + hPS)^{-1}P,$$

and an application of the Woodbury matrix inversion formula shows that

$$(I + hZZ^T S)^{-1}ZZ^T = Z(I + hZZ^T S)^{-1}.$$

Since $S$ is positive semi-definite, we can Cholesky factorize $(I + hZZ^T S)^{-1} = LL^T$, and thereby acquire a low-rank factorization $W = ZL$. This operation is cheap since $(I + hZZ^T S)^{-1}$ is a small matrix when $Z$ has few columns. We note that no column compression is needed here, as the new low-rank factor $W$ has exactly the same rank as $Z$.

These three computations constitute one step of the Lie splitting procedure, which we summarize in Algorithm 4. The Strang splitting case is analogous. Both methods require that a low-rank factor of the integral term is given, and this should only be computed once at the start of the integration. For completeness, we summarize also this in Algorithm 5.

**Algorithm 4** Step $k$ of the low-rank Lie splitting method

**Input:** Low-rank factors $Y$ and $Z_k$ such that $YY^T \approx \int_0^h e^{sA^T}Qe^{sA}ds$ and $P_k = Z_kZ_k^T$

**Output:** Low-rank factor $Z_{k+1}$ such that $P_{k+1} = Z_{k+1}Z_{k+1}^T$

1. Cholesky factorize $I + hZZ^T SZ_k =: LL^T$
2. Solve $W_3L^T = Z_k$
3. Column-compress $W_2 \approx [W_3, \sqrt{h}C^TW_3]$
4. Compute $X = e^{hA^T}W_2$
5. Column-compress $Z_{k+1} \approx [X, Y]$

**Remark 3.1.** We could also consider a splitting where $F_1P = A^TP + PA$ and $F_2P = C^TPC + Q$. This means that the evaluation of the action of $T_1(h)$ is simplified, as the integral term disappears. However, experimentally this leads to an error amplification with a factor 3-4 for the modified Lie splitting and 6-8 for modified Strang. We therefore argue that the one-time approximation of the integral term is worthwhile.
Algorithm 5 Computing the low-rank factor of $\int_0^h e^{sA^T} Q e^{sA} ds$

**Input:** Low-rank factor $Q_0$ such that $Q = Q_0 Q_0^T$. Quadrature weights $w_k$ and nodes $\tau_k$ for $k = 0, \ldots, s$.

**Output:** Low-rank factor $Y$ such that $YY^T \approx \int_0^h e^{sA^T} Q e^{sA} ds$

1. for $k = 0$ to $s$ do
2. Compute $X_k = e^{\tau_k A^T} Q_0$
3. end for
4. Column-compress $Y \approx [\sqrt{hw_1} X_1, \sqrt{hw_2} X_2, \ldots, \sqrt{hw_s} X_s]$

**Remark 3.2.** If $C$ is symmetric with many zero eigenvalues, we can use the exact solution for the $F_2$ subproblem rather than explicit approximations. Denote by $\text{vec} P$ the vectorization of $P$, i.e. the vector formed by stacking its columns on top of each other. By the well-known formula

$$\text{vec} \, ABC = (C^T \otimes A) \text{vec} \, B,$$

see e.g. [27, Lemma 4.3.1], we get

$$\text{vec} \, T_2(t)P_0 = e^{tC^T \otimes C^T} \text{vec} \, P_0. \quad (23)$$

Consider first a diagonal $C$ such that $C_{i,i} = 0$ for $i > k$. In this case, also $e^{tC^T \otimes C^T}$ is diagonal and $T_2$ modifies only the upper left $k \times k$ part of $P_0$. We can write this modification as $E \odot (ZZ^T)_{1:k,1:k}$, where $E_{i,j} = e^{tC_{i,j}} - 1$. By the Schur product theorem [26, Theorem 7.5.3 and Corollary 7.5.9], both $E$ and $E \odot (ZZ^T)_{1:k,1:k}$ are positive semi-definite. Hence if $k$ is reasonably small, we can cheaply compute a low-rank factorization

$$WW^T := E \odot (Z_{1:k,1:k}^T),$$

A low-rank factorization $YY^T$ of $T_2(t)ZZ^T$ is then given by

$$Y = \left[ Z, W_0 \right],$$

where $W_0$ is formed by adding $N - k$ zeros in every column of $W$.

Now assume that $C = VDV^T$ is a reduced eigendecomposition, where $D \in \mathbb{R}^{k \times k}$ is diagonal and $V \in \mathbb{R}^{N \times k}$ is such that $V^T V = I$. Then it is easily verified that

$$e^{hC^T \otimes C^T} = (V \otimes V) e^{hD} \otimes D (V^T \otimes V^T).$$

Hence, this case reduces to the procedure described above for diagonal $C$, with the difference that it should be applied to $V^T Z$ instead of $Z$ and one should form $VW$ instead of $W$. Unfortunately, it is unclear how to generalize this approach to the nonsymmetric case.

4. NUMERICAL EXPERIMENTS

In order to validate the accuracy of the described methods, as well as compare their respective efficiency, we present the results of three different numerical experiments. The algorithms described in the previous sections were all implemented in MATLAB.

To compute the errors of our approximations, we need a reference solution to compare to. We are not aware of any non-trivial example where the exact solution is known, so we are faced with two possibilities: compute a reference solution by using our own methods with a smaller step size, or use a different, highly accurate method.
In the first experiment, we follow the latter approach by unrolling the matrices into vectors and using MATLAB’s built-in solver ODE15s. This is extremely expensive (in fact, this is one of the motivations for having an efficient large-scale solver) and we can therefore only consider a very small-scale problem. For the two latter experiments, we compute the reference solution by the Strang splitting method, with a temporal step size that is half as large as the one used for the most accurate approximation. In all cases, we compute relative errors in the temporal max-norm, that is, the error for the approximation $u$ is given by

$$\max_{j=1,\ldots,N_T} \| u(j) - u_{\text{ref}}(j) \| / \max_{j=1,\ldots,N_T} \| u_{\text{ref}}(j) \|. $$

Additionally, we note that in all the experiments we scale the column compression tolerance by the number of steps, so that it better corresponds to the global error.

### 4.1. A small-scale verification problem

We first consider a small-scale case of $10 \times 10$ matrices, where we set $A$, $B$, $C$ and $Q$ to all consist of random numbers, in such a way that $A$ is negative definite and $Q$ is positive definite. The initial value $P_0$ is taken to be the zero matrix and is represented by the $n \times 1$ zero vector. We integrate the problem over the time interval $[0, 1]$, use a column compression tolerance of $10^{-6}$ and choose the tolerance $10^{-5}$ for both the ADI and Newton iterations. For the reference solution computed by MATLAB’s ODE15s, we use an absolute tolerance of $10^{-10}$ and a relative tolerance of $10^{-8}$. We apply all the different methods for each of the different temporal step sizes $h = 2^{-k}$, $k = 3, \ldots, 10$.

The results are shown in Figure 1. The left plot shows the error plotted against the step size in a loglog-scale, which demonstrates that the methods all converge to the solution of the problem. The splitting methods exhibit the expected order of convergence for all the step sizes, while the BDF and Rosenbrock have some trouble for the larger step sizes. This behavior is handled somewhat by using a lower tolerance for the Lyapunov equation solver, but this of course also increases the computational cost. The right plot shows the error plotted against the computation time, which demonstrates that the splitting schemes are better in terms of efficiency. For errors close to $4 \cdot 10^{-3}$, the BDF1 method is almost 10 times as slow as the Rosenbrock method which in turn is about 10 times as slow as the Lie splitting. As expected, the second-order Strang splitting is faster than all the other first-order methods for small step sizes, but also for the large step sizes.

### 4.2. A medium-scale problem

Next, we consider a SLQR problem as described in Section 4, for a stochastic heat transfer model. We let $A$ be the discretization of the Laplacian on the unit square $[0, 1]^2$ and employ fixed boundary conditions given by $x = u_j$, $j = 1, 2, 3$, on three of the edges. On the final edge, we use the Robin
condition $n \nabla x = 0.5(0.5 + dW)x$. That is, the temperature can be directly controlled on three sides, and the leakage along the final edge is noise-dependent. After spatial discretization, this gives a full matrix $B \in \mathbb{R}^{n \times 3}$ and a matrix $C = C_1 \in \mathbb{R}^{n \times n}$ with only $n$ nonzero elements that are located on the diagonal. The output is taken to be the mean of $x$, which gives $Q = Q_0Q_0^T$ where $Q_0 \in \mathbb{R}^{n \times 1}$ has constant elements. Finally, we choose $R = I$. This problem has also been used in e.g. [6] and a similar problem has been described in detail in e.g. [5]. We therefore refer to the latter article for details on the spatial discretization.

We take $n_x = 25$ points in each spatial direction, which gives a system of size $n = 25^2 = 625$. Further, we use the temporal step sizes $h = 2^{-k}$, $k = 3, \ldots, 10$, on the time interval $[0, 1]$, a tolerance of $10^{-4}$ for the Lyapunov equation solver and BDF Newton iteration, and a column compression tolerance of $10^{-12}$. The results are shown in Figure 2. The left plot demonstrates that all the first-order methods converge to the solution of the problem as expected, but the Strang splitting seems to suffer from a slight order reduction except for at the smallest step sizes. This calls for a proper error analysis, but that is out of the scope of this article. The efficiency plot to the right is similar to that of the previous problem in that the splitting methods are clearly superior and that the BDF method is slower than the Rosenbrock method.

In the above, we have used a very low column compression tolerance. This means that only the extra linear dependency introduced by e.g. concatenating matrices in the ADI iteration are eliminated. Increasing this tolerance means that the column compression becomes a true truncation operator, where not all the information in the problem is retained. However, if the error introduced by this operator is sufficiently small, it will not affect the convergence of the methods. For the splitting schemes, it is enough that the error of the same size as the local error, while for the BDF and Rosenbrock methods also the influence on the ADI iteration needs to be taken into account. In lieu of a rigorous error analysis, we present here the results of using two larger tolerances but with all other parameters unchanged. Figure 3 corresponds to a tolerance of $10^{-6}$ and Figure 4 to $10^{-4}$; using even larger values lead to ADI convergence failures. We observe that the errors are essentially identical, while all the methods become faster due to working with approximations of lower rank. The cost of the column compression itself also decreases with smaller rank, but this is not a major part of the computational effort. In this example, it constitutes between 5 and 20% of the overall computation time, depending on method and tolerance. Regardless of these issues, the main conclusion is still that splitting methods are clearly superior for problems such as these.

We note that the tolerances for the ADI and Newton iteration cannot be chosen much larger without affecting the global error here, but in general these are also design parameters. See e.g. [7, 18] for ideas on how to choose these appropriately in the ARE case, and how to improve the basic Newton iteration in general. It seems likely that this theory extends to the generalized setting.

![Figure 2: Left: Error versus temporal step size for the problem in Section 4.2. The methods converge with the expected orders except for the Strang splitting that exhibits order reduction for larger step sizes. Right: Error versus computation time for the same problem. Again the splitting methods are superior to the Rosenbrock method, which is itself better than the BDF1 method.](image-url)
Finally, we note that this problem is not very large either, and this is due to the excessive computation times required for the BDF and Rosenbrock methods. Essentially, the BDF and Rosenbrock methods have to solve an algebraic Riccati equation in each time step, and the computation time per step is in line with previous results on algebraic Riccati equations, see e.g. [11]. Hence we do not expect to be able to significantly improve the efficiency of the implementation for these methods, even by utilising recent algorithmic progress in solving large-scale AREs and Lyapunov equations [10].

4.3. A large-scale problem

As a final experiment, we consider also the previous problem but with \( n_x = 100 \). This yields a problem size of \( n = 10000 \). In view of the previous section, applying the BDF and Rosenbrock methods is unfeasible and we therefore only use the splitting methods in this case. We again use the temporal step sizes \( h = 2^{-k}, k = 3, \ldots, 12 \), on the time interval \( [0, 1] \), and a column compression tolerance of \( 10^{-6} \). The results are shown in Figure 5.

We observe that the Lie splitting exhibits approximately order 1 convergence, and for small step sizes the Strang splitting approaches the expected order 2 behaviour. However, for larger step sizes, the order reduction that was already observed in the previous example is more pronounced. In addition, for the largest step sizes loss of stability also seems to be a problem. However, since these temporal step sizes are considerably larger than the spatial mesh size, this is a minor issue. Again, this behaviour clearly calls for a proper error analysis.

It is also interesting to note that due to the peculiar error behaviour, the Strang splitting is now only more efficient when small errors are required. If less accurate approximations are required, the Lie splitting can be used instead. It should be noted, however, that the version of Strang splitting...
Figure 5. Left: Error versus temporal step size for the problem in Section 4.3. The splitting methods converge to the solution with convergence orders that for small step sizes are approximately 1 and 2, respectively. For larger step sizes, the Strang splitting seems to be affected by order reduction as well as stability issues. Right: Error versus computation time for the same problem. We see that now the Strang splitting is only more efficient if small errors are required, and for larger errors the Lie splitting is more efficient.

proposed here uses the most expensive ordering of the operators. This choice was made in order that the stiff operator $F_1$ be evaluated last. This is often beneficial, see e.g. [45], but the effects of different, less expensive, orderings should be investigated when considering a specific application.

5. CONCLUSIONS

We have studied the numerical solution of the finite horizon stochastic linear quadratic optimal control problem. The focus was on large-scale Riccati equations arising in problems governed by stochastic partial differential equations and we have proposed methods based on low-rank matrix versions of the Rosenbrock, Backward Differentiation Formulas and splitting methods. In general, splitting methods seem to be one order faster than the other methods in this matrix setting. Having an efficient solver for SREs will enable one to deal with real life applications.
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