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It is a pleasure to comment on three papers, where each provides

substantial new work and each mentions marginal models in the title.

The paper by Kuijpers, Van der Ark, and Croon (this volume,

p. 42–69) presents developments in the construction of scales for cate-

gorical variables. A sequence of papers has been published in recent

years in the psychometric literature on properties of this type of non-

parametric scale construction for binary and polytomous items. The

items here are the observed variables, each having the same number of

categories or levels.

A first program version for analyses was integrated several years ago

into the computing environment R and updated recently by Van der Ark

(2012). As a result, a well-written, thoughtful use of this type of analysis

is, for instance, now available for health researchers, as discussed in

Stochl, Jones, and Croudace (2012).

The earliest discussions of these scales appear to be by Loevinger

(1947) and the new result in the current paper is the derivation of stan-

dard errors for functions of simple correlation coefficients among the

items. For these, Mokken (1971) had formulated several rules of thumb

as guidelines to judge the quality of a scale.

The assumptions for a Loevinger-Mokken scale build on many years

of research in the area and may be summarized as

� a single unobserved (called a latent) variable, which fully explains the

associations observed among the items;

� the dependence of each item on the latent variable is positive and simi-

lar, in the sense of being nondecreasing with the levels of each item and

changing from item to item so little that these dependence curves do not

intersect.
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These assumptions are taken as justification to use a simple sum of

the items as an appropriate summary score, where the score is to mea-

sure an ability, an attitude, a medical status, or another property of an

individual. But checks for the above first assumption appear to be cur-

rently not included in reported analyses—that is, for conditional inde-

pendence of the items given the latent variable, also called “local

independence.”

The outcome of the analysis for a single Loevinger-Mokken scale is

analogous to a Gaussian factor analysis result for an equal correlation

matrix with positive correlations, say r. For m items, this type of matrix

has one large eigenvalue lmax and m – 1 equal eigenvalues of size 1 – r.

The eigenvector of lmax justifies the simple sum score since it is a multi-

ple of the unit vector.

The generating process for factor analysis with a single factor or for a

unidimensional scale of categorical variables can be represented by the

same type of a simple directed graph, as discussed in Cox and Wermuth

(2002) and shown in Figure 1. Recent results for recursive sequences of

single or joint response regressions can be used to derive common fea-

tures of generating processes that differ in the type of variables involved

but have the same generating graph.

These results concern the construction of summary graphs after ignor-

ing some variables and/or selecting subpopulations (Wermuth 2011;

Sadeghi and Marchetti 2012), on Markov equivalence of regression

graphs (Wermuth and Sadeghi 2012), and on traceable regressions—that

is, on conditions under which pathways of dependence can be traced

using only the graph (Wermuth 2012).

We illustrate this here with five items and a single latent variable L.

Figure 1 (a) shows a directed star graph in six nodes with each item j

1 1

2 23 3

4 4

5 5

L L

(a) (b)

Figure 1. A directed star graph (a) and an undirected star graph (b).
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depending on L. Figure 1 (b) shows the corresponding Markov equiva-

lent undirected graph with item j depending on L given the remaining

items.

The factorization of the generated family of densities in N =

{1,2,.,5,L} is, expressed in a compact node notation,

fN = f1jL, . . . , f5jLfL: ð1Þ

Marginalizing over the single common inner node L gives the com-

plete covariance graph in Figure 2 (a) for Figure 1 (a) and a complete

concentration graph in Figure 2 (b) for Figure 1 (b).

The relevant interpretation is here for subgraphs. A generating

directed star graph implies for each set of distinct items h, j, k and for

positive dependences of each j on L:

� h is marginally dependent on j,

� h is dependent on j given k,

� the type of dependence of j on h is qualitatively similar for each level of k.

What is being suggested is that these necessary conditions for the

existence of a simple sum score could be routinely checked. It may

also be possible to derive stronger conditions. In addition, it seems

that the above, fully internal method of the scale construction may

need some sort of external supplementation. This may involve check-

ing the scale for different populations or its predictive ability for rele-

vant responses.

1 1

2 23 3

4 4

5 5

(a) (b)

Figure 2. Induced, complete graphs for the items, with the covariance
graph in 2(a) being induced by 1(a) and the concentration graph in 2(b)
induced by 1(b).
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In the paper by Bergsma, Croon, and Hagenaars (this volume,

p. 1–41), several new applications of marginal models are presented.

Again, I think that it is an important step forward that the results of the

data analyses can be reproduced using an R package; see Bergsma and

van der Ark (2012). I fully agree that marginal models will be helpful

for several nonstandard situations and that it improves understanding to

see such case studies. These should include cases in which computa-

tional difficulties arise, such as those mentioned by the authors.

However, in my experience, it does not happen very often—as

claimed by the authors—that investigators have no “substantive interest

in the nature of the dependences” in their collected data. A key example

is the author’s first motivating data set. It is on square contingency

tables with matching ordinal rows and columns. The marginal distribu-

tions are compared at several time points without studying the actual

differences that lead to the observed overall changes in the margins.

Even if standard textbook descriptions ignore changes between such

time points, simple methods for concentrating on the essential changes

have been derived; see Cox and Jackson (2009), where cohort compari-

sons regarding social class and income mobility are studied.

Differences in success probabilities, as recommended in Section 4.2

of the discussed paper, may sometimes be useful, but it is only an odds-

ratio that does not depend on the margins; see Edwards (1963). There is

also a more recent, careful comparison of properties of different, possi-

ble measures of association by Xie, Ma, and Geng (2008).

The paper by Németh and Rudas (this volume, p. 70–100) gives sub-

stantively important insights using a directed acyclic graph for data on

the social attainment process in different types of welfare systems. In

the author’s first constructed set of data, two variable pairs, (M, L) and

(F, L), are marginally independent. Nevertheless the pair (M, F) is

jointly dependent on L due to a strong three-factor interaction.

This captures a nonstandard situation in search strategies for impor-

tant regressors within linear or generalized linear models having a mul-

tivariate response variable. It is important to be alert to such situations

in which higher-order interactions may coexist with marginal indepen-

dences. But trying to explain models with directed acyclic graph struc-

ture in terms of marginal models is a bit like using a sledgehammer to

crack a nut.

For each complete, fully directed, acyclic graph, the generated joint

distribution factorizes into a recursive sequence of single response
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regressions. For instance, the given ordering for the model analyzed

in Section 5, N = (I,O,E,G,F), implies that only E, G, F are possible

regressors for O. Hence such a single-response regression model is a

marginal model in the sense of involving not all variables. But, a sim-

pler factorization such as

fOjE G F = fOjE G,

as implied by the missing edge O F in Figure 7 of the paper simply

means that the potential regressor F is not needed to generate O when E,

G are available as regressors.

Many analyses for recursively ordered responses have now been

reported in the literature, also with ordinal or with joint responses; see

for instance Wermuth and Cox (1998, 2013) and Wermuth and Sadeghi

(2012). To see whether the results permit path analyses as introduced

by geneticist Sewall Wright a century ago, one has to check whether

the additional properties of traceable regressions are satisfied. Wright

had coined the term path analysis for the generating processes he stud-

ied, in which every arrow in a fully directed, acyclic graph exclusively

represents a strong, linear dependence.

Bergsma and Rudas (2002) defined the class of marginal models in

the Annals of Statistics more than a decade ago. Since then, they have

intensively studied further properties and applications, and they have

also done so jointly with colleagues. Now, one can decide for each

model in the class whether it has some nice properties or does not. But,

as with almost each large model class, it contains models that are diffi-

cult to interpret.

In addition, the class may not be needed for more traditional tasks

and models—for instance, to derive variances or to understand regres-

sion models for discrete variables. It would be nice if similar results, as

for marginal models, became available for data that contain both cate-

gorical and quantitative variables. In my experience, this is the most fre-

quent situation in applications.
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