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Abstract. We study the solvability in Lp of the ∂̄-equation in a neighborhood of a
canonical singularity on a complex surface, a so-called du Val singularity. We get a quite
complete picture in case p = 2 for two natural closed extensions ∂̄s and ∂̄w of ∂̄. For ∂̄s
we have solvability, whereas for ∂̄w there is solvability if and only if a certain boundary
condition (∗) is fulfilled at the singularity. Our main tool is certain integral operators for
solving ∂̄ introduced by the first and fourth author, and we study mapping properties of
these operators at the singularity.

1. Introduction

The classical Dolbeault-Grothendieck lemma states that locally in Cn one can solve the
∂̄-equation ∂̄u = ϕ if ϕ is a ∂̄-closed (0, r)-form or current. One can obtain a solution u
by a Koppelman formula; then u is obtained through multiplication of ϕ with a smooth
form followed by convolution with an integrable form, the so-called Bochner-Martinelli
form. Thus one even gains some regularity; in particular, one can solve ∂̄ in C∞, Lp, Cα,
Sobolev-spaces, etc, see, e.g., [Ra] or [LM]. On singular varieties this is not true in general.
There are smooth ∂̄-closed forms which have no local smooth ∂̄-potentials, see, e.g., [R1,
Beispiel 1.3.4] and [AS2, Example 1].

Solvability of the ∂̄-equation on singular varieties has been studied in various articles,
starting with among others [HP, PS], and in recent years solvability in L2 has been of
particular focus, see, e.g., [FOV, OV, R4]. There are known examples where the ∂̄-equation
is not locally solvable in Lp, for example when p = 1 or p = 2. On homogeneous varieties,
obstructions for solvability in Lp have been described explicitly in [R3].

In this paper we study solvability in Lp of the ∂̄-equation in a neighborhood of a canonical
singularity on a complex surface. On a surface a singularity is canonical if and only if it is a
rational double point. Such points are well-studied and have been classified a long time ago
as the so-called du Val singularities, see, e.g., the survey [D2]. The possible singularities are
of type An, n ≥ 1, Dn, n ≥ 4, E6, E7 and E8, and can be realized as isolated hypersurface
singularities in C3.

Throughout the introduction, we assume that X is a surface with one isolated canonical
singularity. We will further assume that X = {f = 0} ⊂ Ω′, where Ω′ ⊂⊂ C3 is an open
pseudoconvex set and f is holomorphic in a neighborhood of Ω′ and that df 6= 0 on {f = 0}
except at the singular point, which we assume is 0.

Let ∂̄sm be the ∂̄-operator on smooth (0, r)-forms which have support not intersecting
the singularity at the origin. We will consider two extensions of ∂̄sm as a closed operator on

Lp(X). One of them is the minimal closed extension, i.e., the strong extension ∂̄
(p)
s of ∂̄sm,

which is the graph closure of ∂̄sm in Lp0,r(X)×Lp0,r+1(X). That is, ϕ ∈ Dom ∂̄
(p)
s ⊂ Lp0,r(X)

if and only if there is a sequence of smooth forms ϕj ∈ Lp0,r(X) with suppϕj ∩ {0} = ∅
such that

ϕj → ϕ in Lp0,r(X), ∂̄ϕj → ∂̄ϕ in Lp0,r+1(X).
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2 M. ANDERSSON, R. LÄRKÄNG, J. RUPPENTHAL, H. SAMUELSSON KALM, AND E. WULCAN

The other extension is the maximal closed extension, i.e., the weak ∂̄-operator ∂̄
(p)
w , so that

ϕ ∈ Dom ∂̄
(p)
w ⊂ Lp0,r(X) if and only if ∂̄ϕ ∈ Lp(X)1. When it is clear from the context, we

will drop the superscript (p) in ∂̄
(p)
s and ∂̄

(p)
w .

Let ωX be the Poincaré residue of dz1∧dz2∧dz3/f . It is an intrinsic ∂̄-closed meromor-
phic (2, 0)-form on X that is holomorphic outside of 0. We will see below (Proposition 3.3
and Corollary 3.5) that there is a number 2 < q(X) ≤ 4 such that ωX ∈ Lq(X) for
q < q(X). Let p(X) be the dual exponent of q(X) and let

p̂(X) =
4p(X)

4− p(X)
.

Notice that 4/3 ≤ p(X) < 2 and 2 ≤ p̂(X) < 4. For precise definitions of Lp-forms and
Cα-forms on X, see Section 2.1.

In our results, we have the following condition:

If ϕ is a (0, 1)-form in Dom ∂̄
(p)
w , where p(X) < p ≤ ∞, then it is said to satisfy the

condition (∗) if

lim
k→∞

∫
X
ωX ∧ ∂̄χk ∧ ϕ = 0 (∗)

for some sequence of cut-off functions {χk}k, where each χk is 1 in a neighborhood of 0
and the support of χk approaches {0} when k →∞.

This condition is independent of the sequence of cut-off functions, see Section 4.1, and
is thus a kind of boundary condition at {0}. If ϕ is ∂̄-closed, as in the following theorem,
by Stokes’ theorem the condition (∗) means that∫

X
ωX∧∂̄χ ∧ ϕ = 0 (1.1)

for some smooth cutoff function χ that is 1 in a neighborhood of 0.

Theorem 1.1. Let X be a surface as above with an isolated canonical singularity at 0.

(i) Assume that p(X) < p ≤ 4. If ϕ is a ∂̄s-closed (0, r)-form in Lp(X), r = 1, 2, then

there is u in the domain of ∂̄
(p)
s in a neighborhood of 0 such that ∂̄su = ϕ.

(ii) Assume that p̂(X) < p ≤ ∞. If ϕ is a ∂̄w-closed (0, 1)-form in Lp(X), then there is a
solution in Lp to ∂̄wu = ϕ in a neighborhood of 0. If p =∞, then one can choose u in Cα

for α < 4/p(X)− 2. If ϕ is a (0, 2)-form the same holds for p(X) < p ≤ ∞.

(iii) Assume that p(X) < p ≤ p̂(X). If ϕ is a ∂̄w-closed (0, 1)-form in Lp(X), then there is
a solution in Lp to ∂̄wu = ϕ in a neighborhood of 0 if and only if ϕ satisfies the condition
(∗).

Notice that if ∂̄wu = ϕ, then (1.1) follows from Stokes’ theorem since ωX∧∂̄χ is a ∂̄-
closed smooth form with compact support. Thus the condition (∗) is necessary in the
theorem. It turns out that (∗) is automatically fulfilled when p̂(X) < p ≤ ∞, see the
comment after the proof of Theorem 1.5. In Section 5 we study the condition (∗) explicitly
for the various types of canonical singularities. Theorem 5.1 asserts that in the case of a
singularity of type An, n ≥ 1, any form ϕ ∈ Dom ∂̄w ⊂ L2

0,r(X) satisfies (∗). For each
of the other singularities, that is, of type Dn, n ≥ 4, E6, E7 and E8, however, there is
a (0, 1)-form ϕ ∈ ker ∂̄w ⊂ L2(X) such that the equation ∂̄wu = ϕ has no solution in a
neighborhood of 0, see Theorem 5.6. It follows that for these ϕ the condition (∗) is not
satisfied.

1This is what we take as definition of ∂̄
(p)
w on X. However, to be precise, this definition only coincides

with the maximal closed extension of ∂̄sm for p ≥ 4/3, which is the only case of interest to us. In general,
that ϕ lies in the domain of the maximal closed extension of ∂̄sm means that ∂̄ϕ|Xreg ∈ Lp(Xreg). When

p ≥ 4/3, it then follows that ∂̄ϕ ∈ Lp(X), see [R2, Satz 4.3.3].
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To the best of our knowledge, the only known cases of Theorem 1.1 for general surfaces
with canonical singularities are the following: Part (i) for p = 2 was proven in [R5, Corol-
lary 1.3]. Part (ii) for p = 2 and (0, 2)-forms was proven in [OR, Theorem 4.3], which
builds on the vanishing result from [S]. Some weaker versions of part (ii) are known as
well. For ϕ with compact support, it was proven that one can find solutions in Lp (for
arbitrary p) or with Cα-estimates in [RZ]. Moreover, for continuous (0, 1)-forms ϕ with
compact support, Cα-estimates for solutions were obtained in [AZ1, AZ2].

Various results are known for the A1-singularity, as is detailed in the introduction of
[LR1]. That there are obstructions to solving ∂̄w in L2 on the D4-singularity was proven
in [P, Proposition 4.13].

As mentioned above, a large part of the study of the ∂̄-equation on singular varieties has
been restricted to L2-spaces. Integral formulas open up for new results about solvability
in Lp-spaces for p 6= 2, as well as other norms. For the proof of Theorem 1.1 our main tool
is an integral operator introduced in [AS1, AS2]. Keeping the notation above, let Ω ⊂⊂ Ω′

be an open set containing 0 and let D = X ∩ Ω. There is an operator K : C∞0,r(X) →
C∞0,r−1(D \ {0}) r = 1, 2, such that

ϕ = ∂̄Kϕ+K∂̄ϕ (1.2)

on D\{0}. The operator is given by an intrinsic integral kernel K(ζ, z) on X×D\{0} that
contains the Poincaré residue ωX as a factor in the first variable. In [AS2] it was proved
that K and (1.2) can be extended to certain fine sheaves ArX of currents defined across 0
and coinciding with C∞0,r outside 0, so that ∂̄u = ϕ is solvable in AX as soon as ∂̄ϕ = 0.

In order to prove Theorem 1.1 we have to extend K and (1.2) to Lp. To this end we first
consider mapping properties of K.

Theorem 1.2. The integral operator K extends to compact operators

K : Lp0,r(X)→ Lp0,r−1(D), p(X) < p <∞ (1.3)

and

K : L∞0,r(X)→ Cα0,r−1(D), 0 ≤ α < 4/p(X)− 2. (1.4)

Since the sheaves ArX are quite implicitly defined and its sections must have singularities
at Xsing in general, it is interesting to note the following consequence of (1.4).

Corollary 1.3. For X as above we have that

ArX ⊂ CαX,0,r, 0 ≤ α < 4/p(X)− 2.

In order to obtain solutions to the ∂̄s-equation in Lp we extend (1.2) by approximating

ϕ by smooth forms with support away from 0. If ϕ is in the domain of ∂̄
(p)
s , it follows that

(1.2) holds, so if ∂̄ϕ = 0 we get the solution u = Kϕ to ∂̄u = ϕ. The problem is to see that

u is in the domain of ∂̄
(p)
s . This is “harder” for large p and our upper bound is 4.

Theorem 1.4. Assume that p(X) < p ≤ 4. If ϕ ∈ Dom ∂̄
(p)
s ⊂ Lp0,r(X), then Kϕ ∈

Dom ∂̄
(p)
s and

ϕ(z) = ∂̄sKϕ(z) +K∂̄sϕ(z), r = 1, 2. (1.5)

In case of ∂̄w we have basically the opposite problem. Since a priori we have no ap-
proximation by smooth forms with support away from the origin it is ”harder” to obtain
the extension of (1.2) for small p, while it then directly follows from Theorem 1.2 that the
solution is in the domain of ∂̄w.

Theorem 1.5. Assume that p(X) < p ≤ ∞. If ϕ ∈ Dom ∂̄
(p)
w ⊂ Lp0,2(X), then Kϕ ∈

Dom ∂̄
(p)
w and

ϕ(z) = ∂̄wKϕ(z) +K∂̄wϕ(z). (1.6)
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The same holds for ϕ ∈ Dom ∂̄
(p)
w ⊂ Lp0,1(X) if p̂(X) < p ≤ ∞. If p(X) < p ≤ p̂(X), and

in addition ϕ satisfies the condition (∗), then the same conclusion holds.

Notice that Theorem 1.1 follows from Theorems 1.2, 1.4 and 1.5 and the discussion about
the necessity of the condition (∗) after the theorem.

Notice that if ϕ is a ∂̄-closed (0, 1)-form with compact support then it automatically
satisfies (∗), and so we can solve ∂̄wu = ϕ in Lp if p(X) < p ≤ ∞. By means of a slight
variation of the operator K, introduced in [AS1], one can even get a solution with compact
support. In case ϕ is a (0, 2)-form in Lp(X) with compact support and p̂(X) < p ≤ ∞,
then there is a solution with compact support if and only if∫

X
ϕ∧ hωX = 0 for all h ∈ O(X), (1.7)

see Theorem 4.2 below.

Our interest in canonical singularities is partly motivated by the earlier works [LR1,
LR2], where similar results as above are studied for affine cones over projective complete
intersections. The results about solvability in Lp obtained in these articles are in case the
degree of these homogeneous varieties is small enough. Here, it is interesting to note that
the degree is small if the singularities are mild in the sense of the minimal model program.
It turned out that positive results about solvability in L2 hold precisely for the varieties
with canonical singularities, see [LR2].

The results in this article overlap with results from [LR1, LR2] only in the case of the
A1-singularity, where in [LR1, LR2], it was shown that the ∂̄w- and ∂̄s-equations are locally
solvable in Lp unconditionally for p in certain intervals. On a general canonical surface,
as studied in this article, solvability depends on the condition (∗). The main novelty is
the understanding of this condition and a quite sharp non-trivial estimate of the integral
kernels from [AS2] on such a surface. The final estimate of the integral operators is done
along the same lines as in [LR1, LR2].

We now consider the case of functions. There is an integral operator P : C∞0,0(X)→ O(D)
in [AS1, AS2] such that

ϕ = K∂̄ϕ+ Pϕ (1.8)

on D \ {0}. In order to formulate the following result about extension of (1.8) to Lp we
need a condition (∗) for functions ϕ that is explained in Section 4.2 below.

Theorem 1.6. Let X be as above. Then the operator P extends to a compact operator

P : Lp0,0(X)→ O(D) for 1 ≤ p ≤ ∞. If ϕ ∈ Dom ∂̄
(p)
s ⊆ Lp0,0(X) where p(X) < p ≤ 4, then

(1.8) holds. This equality also holds if ϕ ∈ Dom ∂̄
(p)
w ⊆ Lp0,0(X) and either p̂(X) < p ≤ ∞

or p(X) < p ≤ p̂(X) and ϕ satisfies the condition (∗).

The present paper is organised as follows. After providing some preliminaries in Sec-
tion 2, in Section 3 we recall the integral formulas from [AS1, AS2], analyse their integral
kernels and prove Theorem 1.2 and its corollary. Section 4 is devoted to ∂̄-homotopy for-
mulas and proofs of Theorems 1.4, 1.5 and 1.6 and also to a discussion of condition (∗).
We also include a discussion of the domain of the ∂̄X -operator from [AS2] and prove that
Kϕ ∈ Dom ∂̄X for certain ϕ ∈ Dom ∂̄s, see Theorem 4.3. In Section 5 we characterize
the du Val singularities with respect to (∗). Finally we recall some integral estimates on
singular varieties from [LR2] in an appendix, Section 6.

2. Preliminaries

In this section we specify the spaces of differential forms that we consider and explain
some basic tools. Throughout the section i : X ↪→ Ω′ ⊂ CN is an analytic variety of pure
dimension n, and D ⊂⊂ X is an open subset of X.
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2.1. Cα- and Lp-forms on an analytic variety. Let 1 ≤ p ≤ ∞. Since D∗ := D ∩Xreg

is a submanifold of some open subset of CN , it inherits a Hermitian metric from CN . We
say that a (0, r)-form ϕ is in Lp0,r(D) if ϕ|D∗ is in Lp0,r(D

∗) with respect to the induced

volume form dVX . When it is clear from the context, we will drop the subscript in Lp0,r(D).

It will be convenient to represent (0, r)-forms on X in a certain “minimal” manner: Any
(0, r)-form ϕ on D∗ can be written (uniquely) in the form

ϕ =
∑
|I|=r

ϕIdz̄I , (2.1)

where dz̄I = dz̄i1 ∧ · · · ∧ dz̄ir if I = {i1, . . . , ir}, such that

|ϕ|2(z) = 2r
∑
|ϕI |2(z) (2.2)

at each point z ∈ D∗. In fact, one starts with any representation and then at each point
takes the orthogonal projection of the form onto Λ0,rT ∗D∗, see, e.g., [R2, Lemma 2.2.1].
In particular, then ϕ ∈ Lp0,r(D) if and only if ϕI ∈ Lp(D) for all I. If one has an arbitrary

representation of ϕ of the form (2.1), then

|ϕ|2(z) ≤ 2r
∑
|ϕI |2(z), (2.3)

and so, in general, ϕ ∈ Lp0,r(D) if ϕI ∈ Lp(D) for all I.

Recall that a form ϕ on D is in Ck(D), 0 ≤ k ≤ ∞, if (locally) it is the pullback
of a Ck-form in ambient space; i.e., there exists a representation (2.1) such that all the
coefficients (locally) admit Ck-extensions to a neighborhood of D. For 0 ≤ α < 1, we say
that a (0, r)-form ϕ on D is Cα if locally on D there is a representation (2.1) such that all
the coefficients ϕI are Cα, i.e., Hölder continuous with exponent α, on D. It is well-known,
that a function that is Cα on D has a Cα-extension to ambient space, see, e.g., [M]. Thus a
form ϕ on D is in Cα if and only if it is the pull-back to D of a Cα-form in ambient space.
Notice that C1(D) ⊂ Cα(D) for all α < 1. For α = 1, we denote the Lipschitz continuous
functions by C0,1(D) in order to avoid conflict of notation with continuously differentiable
functions.

It is not hard to check that these definitions are independent of the choice of embedding
of X, and hence are intrinsic notions on X. Fix an embedding D → Ω ⊂ CN . We can then
define the Hölder-norm

‖ϕ‖2α = inf 2r
∑
‖ϕI‖2α, (2.4)

of a form ϕ on D, where the infimum runs over all representations (2.1) of ϕ in ambient
space, and the norms on the right hand side of (2.4) are over D. This norm is, up to
constants, independent of the embedding.

Remark 2.1. Regularity properties of ϕ like smoothness, Hölder continuity etc, will be
reflected by the coefficients on D∗ in the minimal representation (2.2) above. However,
even if ϕ is smooth across the singularity, the coefficients in the minimal representation
may be discontinuous there. �

Using the minimal representation (2.2), and the inequality (2.3) for not necessarily min-
imal representations, and the analogous inequality for Hölder norms, we get the following
lemma.

Lemma 2.2. If K is an integral operator mapping (0, r)-forms in ζ to (0, r − 1)-forms in
z, defined by an integral kernel

K(ζ, z) =
∑

|L|=n,|I|=r−1,|J |=n−r

KI,J,L(ζ, z)dzI ∧ dζJ ∧ dζL,
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then K is a bounded linear map Lp0,r(X)→ Lp0,r−1(D) if

f(ζ) 7→
∫
X
KI,J,L(ζ, z)f(ζ)dVX(ζ)

is a bounded linear map Lp(X)→ Lp(D), and a bounded linear map L∞0,r(X)→ Cα0,r−1(D)
if

f(ζ) 7→
∫
X
KI,J,L(ζ, z)f(ζ)dVX(ζ)

is a bounded linear map L∞(X)→ Cα(D).

2.2. Cut-off functions. We will use the following cut-off functions to approximate forms
by forms with support away from isolated singularities. As in the proof of Proposition 3.3
in [PS], let ρk : R→ [0, 1], k ≥ 1, be smooth cut-off functions satisfying

ρk(x) =

{
1, x ≤ k,
0, x ≥ k + 1,

and |ρ′k| ≤ 2. Moreover, let r : R+ → [0, 1/2] be a smooth increasing function such that

r(x) =

{
x, x ≤ 1/4,
1/2, x ≥ 3/4,

and |r′| ≤ 1. As cut-off functions we will use µk(ζ) := ρk
(

log(− log r(|ζ|))
)

on X if X has
an isolated singularity at 0. Note that there is a constant C such that∣∣∂̄µk(ζ)

∣∣ ≤ C χk(|ζ|)
|ζ|
∣∣ log |ζ|

∣∣ , (2.5)

where χk is the characteristic function of [e−e
k+1

, e−e
k
].

Lemma 2.3. [LR2, Lemma 5.1] Let ϕ ∈ Lp0,r(D) with ∂̄wϕ ∈ Lp
′

0,r+1(D), where 2n
2n−1 ≤

p ≤ ∞ and 1 ≤ p′ ≤ ∞. Let ϕk := µkϕ and define 1 ≤ λ ≤ 2n by the relation

1

λ
=

1

p
+

1

2n
. (2.6)

If γ = min{λ, p′}, then ϕk → ϕ in Lp0,r(D), ∂̄ϕk → ∂̄wϕ in Lγ0,r+1(D).

2.3. On the domain of the ∂̄s-operator.

Lemma 2.4. [LR2, Lemma 5.2] Assume that X has an isolated singularity at 0 ∈ D and

that D has smooth boundary. Let 1 ≤ p ≤ 2n and let ϕ ∈ Lp0,r(D) such that ϕ ∈ Dom ∂̄
(p)
w .

Then ϕ ∈ Dom ∂̄
(p)
s if and only if there exists a sequence of bounded forms ϕj ∈ L∞0,r(D),

ϕj ∈ Dom ∂̄
(p)
w , such that

ϕj → ϕ in Lp0,r(D), ∂̄wϕj → ∂̄wϕ in Lp0,r+1(D). (2.7)

3. Integral operators on surfaces with canonical singularities

3.1. The Koppelman integral kernels for a hypersurface. Let us recall the definition
of the Koppelman integral operators from [AS2] in the situation of a hypersurface i : X ⊂
Ω′ ⊂ Cn+1 defined by X = {ζ ∈ Ω′; f(ζ) = 0}, where f is a holomorphic function on Ω′

and df is non-vanishing on Xreg, where Ω′ is pseudoconvex. Let Ω ⊂⊂ Ω′ be an open set
and let D := X ∩ Ω.

Let ωX be the Poincaré residue of the meromorphic form dζ1∧ . . .∧dζn+1/f . This means
that ωX is the unique meromorphic (n, 0)-form on X such that

df ∧ ωX = 2πidζ1 ∧ · · · ∧ dζn+1. (3.1)

In [AS2, Section 3] so-called structure forms were introduced as generalizations of the
Poincaré residue for more general X; we will therefore refer to ωX as the structure form
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on X. Recall that 1/f and ωX define principal value currents on Ω′ and X, respectively.
Identifying these with their respective currents, ωX can be defined as the unique current
such that

i∗ωX = ∂̄
1

f
∧dζ1 ∧ · · · ∧ dζn+1.

For coordinates ζ = (ζ1, . . . , ζn+1) such that ∂f/∂ζ1 is generically non-vanishing on Xreg,
ωX is the pull-back of

2πi
dζ2 ∧ ... ∧ dζn+1

∂f/∂ζ1
(3.2)

to X. Alternatively, letting

ϑ := 2πi
n+1∑
`=1

f ′`
|∂f |2

∂

∂ζ`
, (3.3)

where f ′` = ∂f/∂ζ`, we have that ωX is realised as the pull-back to X of ϑydζ1∧· · ·∧dζn+1.
Here, the norm |∂f | is computed in Cn+1, i.e., |∂f |2 =

∑
|f ′l |2.

Let ηj = ζj− zj and let δη be interior multiplication by 2πi
∑
ηj∂/∂ζj . We will consider

forms with anti-holomorphic differentials of both ζ and z but only holomorphic differentials
with respect to ζ. The (full) Bochner-Martinelli form is B := b + b∧∂̄b + · · · + b∧(∂̄b)n,
where

b :=
1

2πi

η̄1dζ1 + . . .+ η̄n+1dζn+1

|η|2
=

1

2πi

η̄ · dζ
|η|2

.

Notice that

Bk := b∧(∂̄b)k−1 =
1

(2πi)k
η̄ · dζ∧(dη̄∧dζ)k−1

|η|2k
= O(1/|η|2k−1), (3.4)

where dη̄∧dζ = dη̄1∧dζ1 + · · ·+ dη̄n+1∧dζn+1.
A smooth form g = g0,0 + · · ·+ gn+1,n+1 in Ω′ × Ω′, here lower indices denote bidegree,

is a weight with respect to Ω if (δη − ∂̄)g = 0 and g0,0(z, z) = 1 for z ∈ Ω. We say that g
is holomorphic with respect to z if the coefficients are holomorphic in z and there are no
anti-holomorphic differentials with respect to z.

Example 3.1 (Holomorphic weights with compact support). Let χ = χ(ζ) be a cut-off
function with compact support in Ω′ which is 1 in a Stein neighborhood Ω′′ ⊂⊂ Ω′ of Ω.
Moreover, let s(ζ, z) =

∑
si(ζ, z)dζi be a (1, 0)-form defined for ζ ∈ supp ∂̄χ and z ∈ Ω,

such that δηs = 1 and s is smooth in ζ and holomorphic in z. Such an s exists since Ω′′ is
Stein in Ω′. Then

g := χ− ∂̄χ ∧
(
s+ s∧(∂̄s) + · · ·+ s∧(∂̄s)n

)
is a weight in Ω′×Ω′ with respect to Ω that has compact support in Ω′ζ and is holomorphic

with respect to z. If Ω is the unit ball in Cn+1 we can choose

s =
ζ · dζ

2πi(|ζ|2 − ζ̄ · z)
.

�

A holomorphic (1, 0)-form h = h1dζ1 + · · ·+ hn+1dζn+1 in Ω′ ×Ω′ is a Hefer form for f
if δηh = f(ζ)− f(z). Since hj(ζ, ζ) = (2πi)−1∂f/∂ζj it follows that

h(ζ, z) = (2πi)−1 df(ζ) +O(|η|), (3.5)

whereO(|η|) is a holomorphic 1-form with coefficients in the ideal generated by η1, . . . , ηn+1.

Let h be such a Hefer form and let g be a weight as in Example 3.1. We can then define
an integral operator K that acts on forms on X and produces forms on D = X ∩Ω′ in the
following way: We let

(Kϕ)(z) =

∫
Xζ

K(ζ, z) ∧ ϕ(ζ), (3.6)
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where the kernel has the form

K(ζ, z) = ωX(ζ) ∧ K̃(ζ, z), (3.7)

dζ1 ∧ · · · ∧ dζn+1 ∧ K̃(ζ, z) = h ∧ (g ∧B)n,

and (g ∧ B)n denotes the components of g ∧ B of bidegree (n, ∗), cf. [AS2, Section 8]. It
follows that K(ζ, z) = ϑy

(
h ∧ (g ∧ B)n

)
and so, in view of (3.3), (3.4), and (3.5) we get

that

K(ζ, z) = ϑy

((
df/2πi+O(|η|)

)
∧
∑
i

ci(ζ, z)
η̄i
|η|2n

)

= ϑy

df/2πi ∧∑
i

ci(ζ, z)
η̄i
|η|2n

+ dζ1 ∧ · · · ∧ dζn+1 ∧
∑
i,j

bij(ζ, z)
η̄iηj
|η|2n


=

∑
i,j,k

aijk(ζ, z)
η̄i
|η|2n

f ′jf
′
k

|∂f(ζ)|2
+ ωX(ζ) ∧

∑
i,j

bij(ζ, z)
η̄iηj
|η|2n

,

where the ci and the aijk are smooth (n, ∗)-forms and the bij are smooth (0, ∗)-forms. We
have thus shown

Proposition 3.2. We can write K = K1 + K2, where K1 and K2 are defined by integral
kernels k1 and k2, respectively, that are sums of terms of the form

a(ζ, z)
η̄i
|η|2n

f ′j(ζ)f ′k(ζ)

|∂f(ζ)|2
, (3.8)

and

b(ζ, z) ∧ ωX(ζ)
η̄iηj
|η|2n

, (3.9)

respectively, where a(ζ, z) and b(ζ, z) are smooth on X ×D.

We also need to consider the projection operator P, which is defined by

(Pϕ)(z) =

∫
Xζ

P (ζ, z) ∧ ϕ(ζ), (3.10)

where the integral kernel P (ζ, z) is defined in a similar way to (3.7). Namely,

P (ζ, z) = ωX(ζ) ∧ P̃ (ζ, z),

where
P̃ (ζ, z) ∧ dζ1 ∧ · · · ∧ dζn+1 = h ∧ gn,n,

cf. [AS2, (5.5)]. Notice that since h and g are smooth, P̃ is smooth, and so |P (ζ, z)| .
|ωX(ζ)|. If X has an isolated singularity in Ω and we choose g according to Example 3.1,
then for each z, ζ 7→ gn,n(ζ, z) is supported away from Xsing and the corresponding P is
then smooth in ζ and holomorphic in z.

3.2. L2+-property of the structure form for a canonical hypersurface.

Proposition 3.3. Let i : Y → Ω ⊂ Cn+1 be a hypersurface with canonical singularities
and X ⊂⊂ Y . Then there exists a real number q(X) > 2 such that ωY ∈ Lq(X) for
1 ≤ q < q(X), where ωY is the structure form of Y .

Proof. We denote by ωn
Y Grothendieck’s dualizing sheaf (sometimes also called the sheaf

of Barlet-Henkin-Passare holomorphic n-forms on Y ). As Y is a hypersurface, in particular
Cohen-Macaulay, ωn

Y is a locally free OY -module of rank one, and the structure form ωY
is a generator of ωn

Y , see, e.g., [AS2] and (3.2).
Let π : M → Y be a resolution of singularities such that the exceptional divisor has

only normal crossings. Since Y has canonical singularities, π∗ωY extends across π−1Ysing



ESTIMATES FOR THE ∂̄-EQUATION ON CANONICAL SURFACES 9

to a holomorphic n-form on M . Pick any Hermitian metric on M and let dVM be the

corresponding volume form. Then in
2
π∗ωY ∧π∗ωY = AdVM for some smooth non-negative

function A on M .
Let s be local coordinates on M and let dVs = (i/2)nds1∧ds̄1∧ . . .∧dsn∧ds̄n. Then

dVs = BdVM for some smooth positive function B. Let $ = i ◦ π, where i is the inclusion
Y ↪→ Ω ⊂ Cn+1. Then, on M \ π−1Ysing, s 7→ $(s) is a local parametrization of Yreg ⊂
Ω and it is well-known that π∗dVY = detHdVs, where H = tJac$ · Jac$ ≥ 0 and
Jac$ =

(
∂$ν/∂sµ

)
ν,µ

is the Jacobian matrix of $. Notice that detH is a non-negative

real-analytic function that vanishes precisely on π−1Ysing. It follows that (detH)−ε/2 is
locally integrable with respect to dVM for some ε > 0. We now get

π∗dVY = detHdVs = detHBdVM =: CdVM .

Thus C is a globally defined function and each point in Y has a neighborhood where C−ε/2

is integrable for some ε > 0. Since π−1X ⊂⊂ M , there is an ε(X) > 0 such that C−ε/2 is
integrable on π−1X for all ε < ε(X).

Recall that |ωY |2dVY = in
2
ωY ∧ ωY . Pulling back to M we get π∗|ωY |2CdVM = AdVM

and thus π∗|ωY |2 = AC−1. Hence∫
X
|ωY |qdVY =

∫
π−1X

Aq/2C−q/2+1dVM <∞ (3.11)

as long as q − 2 < ε(X), and so we may take q(X) = 2 + ε(X). �

Lemma 3.4. Let Y ⊂ Ω ⊂ C3 be a hypersurface with an isolated canonical singularity, and
let X and q(X) be as in Proposition 3.3. Then q(X) ≤ 2 + 2

m , where m is the maximum of
the multiplicities of the divisors in the unreduced exceptional divisor in a minimal resolution
of singularities of Y .

Proof. Assume that Y = {f = 0} ⊂ Ω ⊂ C3, and that Y has an isolated singularity at
z = 0. Then we claim that on Yreg

|ωY | = c
1

|∂f |
, (3.12)

for some constant c, where as above the norm |ωY | is with respect to the norm on Yreg
induced by the norm on C3, while |∂f | is with respect to the norm on C3. Indeed, for any
(2, 0)-form α on Yreg, one has the formula

|α|Yreg =
|α ∧ ∂f |C3

|∂f |C3

,

and thus (3.12) follows from (3.1).
Let A and C be as in the proof of Proposition 3.3. Let π : M → Y be a minimal

resolution of singularities of Y . This resolution is crepant, i.e., π∗ω2
Y = ω2

M , see for
example [I, Theorem 7.5.1]. Thus, the function A is strictly positive.

Since Y has an isolated singularity at 0, |∂f | . |z|, so by (3.12), |ωY | & 1/|z|. Since A

is strictly positive, π∗|ωY | ∼ C−1/2, and it thus follows from (3.11) that for q ≥ 2,∫
X
|ωY |qdVY &

∫
π−1X

1

π∗|z|q−2
dVM .

If Zi is an irreducible component of the unreduced exceptional divisor Z, and Zi has
multiplicity mi, then π∗|z|2 vanishes to order 2mi along Zi, and thus, in order for the
integral on the right-hand side to be finite, we must have that mi(q−2) < 2 for all mi. �

In combination with a calculation of the multiplicities as in for example [I, Example 7.2.5]
or [BPV, Proposition 3.8], we obtain the following corollary.

Corollary 3.5. If Y is a surface with an isolated An, Dn, E6, E7 or E8-singularity, and
X ⊂⊂ Y , then q(X) is at most 4, 3, 2 + 2/3, 2 + 1/2 or 2 + 1/3, respectively.
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In particular, we always have that q(X) ≤ 4, so p(X) ≥ 4/3 for all surfaces with canonical
singularities.

3.3. Mapping properties of K.

Proof of the Lp mapping properties in Theorem 1.2. By Proposition 3.2 we have the de-
composition K(ζ, z) = k1(ζ, z) + k2(ζ, z), where

|k1(ζ, z)| . 1

|ζ − z|3
, k2(ζ, z) = ωX(ζ) ∧ b′(ζ, z)

|ζ − z|2
,

where b′(ζ, z) is bounded. By Lemma 6.3, k1 is uniformly integrable over X in ζ as well as
in z, and so K1 maps Lp(X) → Lp(D) continuously for all 1 ≤ p ≤ ∞ by the generalized
Young inequality, [Ra, Appendix B] and Lemma 2.2.

Note that we can then decompose K2 into the consecutive application of two operators

ϕ(ζ) 7→ ϕ(ζ) ∧ ωX(ζ) 7→
∫
X
ϕ(ζ) ∧ ωX(ζ) ∧ b′(ζ, z)

|ζ − z|2
. (3.13)

To analyse this chain, choose 2 < q < q(X) so that ωX ∈ Lq(X). By Hölder’s inequality,
the operator ϕ 7→ ϕ ∧ ωX maps Lp(X) → La(X) continuously for 1 ≤ a ≤ ∞ defined by
1/a = 1/p+ 1/q (for p so that 1/p+ 1/q ≤ 1).

The second operator in (3.13) can again be analysed by the generalised Young inequality.
By Lemma 6.3, |ζ − z|−2 ∈ Ls(X) in ζ and in z for all s < 2, in particular for s defined by
1/s + 1/q = 1, since q > 2. Then, since 1/p = 1/a − 1/q = 1/a + 1/s − 1, it follows from
the generalised Young inequality, [Ra, Appendix B], that

ϕ 7→
∫
X
ϕ(ζ) ∧ b′(ζ, z)

|ζ − z|2

maps La(X)→ Lp(D) continuously. Combining, we see that the composed operator (3.13)
given by the kernel k2 is a bounded mapping Lp(X) → Lp(D) for any p such that 1/p +
1/q ≤ 1. Thus K is a bounded mapping Lp(X)→ Lp(D) for all p(X) < p ≤ ∞.

The kernel k1 is integrable in both variables, and by truncating it, we get a bounded
kernel corresponding to a compact operator; by standard arguments, cf., for example [Ra,
Appendix C], this converges to K1, and it is thus a compact operator. If we decompose
the operator K2 as in (3.13), the same holds for the right-most operator, and thus also K2

is compact. �

Proof of the Cα mapping properties in Theorem 1.2. Let us first consider the operator K.
Note that for ν = 1, 2, kν(ζ, z)ϕ(ζ) is a sum of terms of the form k′ν(ζ, z)ϕ′(ζ)dζI∧dζ̄J∧dz̄K
and Kνϕ(z) is a sum of terms (Kνϕ)′(z)dz̄K :=

∫
k′ν(ζ, z)ϕ′(ζ)dζI ∧ dζ̄J ∧ dz̄K , where

k′ν(ζ, z), ϕ′(ζ), and (Kνϕ)′(z) are functions. Using that

|(Kν)′ϕ(z)− (Kν)′ϕ(w)| . ‖ϕ′‖L∞
∫
|k′ν(ζ, z)− k′ν(ζ, w)|,

it follows that Kν maps into Cα if∫
|k′ν(ζ, z)− k′ν(ζ, w)| . |z − w|α. (3.14)

for each k′ν .
For ν = 1, we may assume that k1 is of the form (3.8). Then k′1 is a sum of functions of

the form (3.8) with a(ζ, z) replaced by one of its coefficients a′(ζ, z). We may assume that



ESTIMATES FOR THE ∂̄-EQUATION ON CANONICAL SURFACES 11

k′1 is one such function; then∫
|k′1(ζ, z)− k′1(ζ, w)| .

∫
|a′(ζ, z)− a′(ζ, w)|

∣∣∣∣∣ ζi − zi|ζ − z|4
f ′j(ζ)f ′k(ζ)

|∂f(ζ)|2

∣∣∣∣∣+
+

∫
|a′(ζ, w)|

∣∣∣∣∣
(
ζi − zi
|ζ − z|4

− ζi − wi
|ζ − w|4

)
f ′j(ζ)f ′k(ζ)

|∂f(ζ)|2

∣∣∣∣∣ =: I1(z, w) + I2(z, w),

Since a(ζ, z) depends smoothly on z, we may assume that |a′(ζ, z)−a′(ζ, w)| . |z−w|, and
since the remaining integrand in I1(z, w) is integrable in ζ by Lemma 6.3, I1(z, w) . |z−w|.
The integrand in I2(z, w) is bounded by a constant times∣∣∣∣ ζi − zi|ζ − z|4

− ζi − wi
|ζ − w|4

∣∣∣∣ ,
and by the same argument as for the Bochner-Martinelli kernel on C2, see, e.g., [LT,
Proposition III.2.1], and using Lemma 6.3, one obtains that I2(z, w) . |z − w|α for any
α < 1, and thus K1 is Cα for any α < 1.

We next consider k2. As above it is enough to consider one of the coefficients
b′(ζ, z)ω′X(ζ)η̄iηj/|η|4 of one of the terms (3.9). In view of (2.2) we can choose the co-
efficient ω′X of ωX in Lq for 1 ≤ q < q(X). We divide the domain of integration X into

D1 := X ∩B|z−w|/2(z), D2 := X ∩B|z−w|/2(w), and D3 := X \ (D1 ∪D2),

where Br(z) denotes a ball of radius r centered at z. We choose 2 < q < q(X) and let
p = q/(q − 1) < 2 be the dual exponent. Since q(X) ≤ 4 by Corollary 3.5, p > 4/3. Using
Hölder’s inequality and Lemma 6.4, we get∫

ζ∈Dν
|k′2(ζ, z)| .

(∫
ζ∈Dν

1

|ζ − z|2p

)1/p

. (|z − w|4−2p)1/p = |z − w|4/p−2

for ν = 1, 2. By the same argument∫
ζ∈Dν

|k′2(ζ, w)| . |z − w|4/p−2.

For the integral on D3, we use the following inequality,∣∣∣∣ ζi − zi|ζ − z|4
− ζi − wi
|ζ − w|4

∣∣∣∣ . |z − w|max

{
1

|ζ − z|4
,

1

|ζ − w|4

}
,

see the proof of [LT, Lemma III.2.2]. It follows that∣∣∣∣∣(ζi − zi)(ζj − zj)|ζ − z|4
− (ζi − wi)(ζj − wj)

|ζ − w|4

∣∣∣∣∣ . |z − w|max

{
1

|ζ − z|3
,

1

|ζ − w|3

}
, (3.15)

e.g., by assuming that |ζ−z| ≤ |ζ−w| and adding and subtracting (ζi − wi)(ζj−zj)/|ζ−w|4
inside the absolute value sign on the left-hand side. Using Hölder’s inequality as above, we
get ∫

ζ∈D3

|k′2(ζ, z)− k′2(ζ, w)| .

(∫
ζ∈D3

∣∣∣∣∣(ζi − zi)(ζj − zj)|ζ − z|4
− (ζi − wi)(ζj − wj)

|ζ − w|4

∣∣∣∣∣
p)1/p

.

By (3.15), this is bounded by

|z − w|
(∫

ζ∈D3

max

{
1

|ζ − z|3p
,

1

|ζ − w|3p

})1/p

.

Since p > 4/3, it follows from Lemma 6.1 that this is bounded by a constant times

|z − w|
(
|z − w|4−3p

)1/p
= |z − w|4/p−2.
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Since p > 4/3, we get that 4/p−2 < 1. Thus, it follows that K2 is Cα for any α < 4/p−2.
We conclude that K is Cα for any α < 4/p(X)− 2.

Since (3.14) holds uniformly for z, w ∈ D, if {ϕj}j and thus {ϕ′j}j are bounded sequences

in L∞(X), then {(Kϕj)′}j are equicontinuous in the Cα(D)-norm and thus K is compact
by the Arzelà-Ascoli theorem. �

Proof of Corollary 1.3. The stalk of AX at the singular point is a finite sum of currents of
the form

ξν+1 ∧ (Kν(. . . ξ3 ∧ K2(ξ2 ∧ K1ξ1))),

where each Ki is an integral operator as in Theorem 1.2, mapping forms on Di := Ωi∩X to
forms on Di+1, where Ω = Ων+1 ⊂⊂ Ων ⊂⊂ · · · ⊂⊂ Ω1 ⊂⊂ C3 are pseudoconvex domains,
and ξi are smooth forms on Di. The corollary now follows from Theorem 1.2. �

3.4. The operators K̂ and P̂ on forms with compact support. Let H ⊂ X be a
compact Stein subset such that D is relatively compact in the interior of H. In [AS1] are

constructed integral operators, that we here denote by K̂ and P̂, which map smooth forms
with compact support in D to smooth forms in X \ {0} that vanish outside H, such that

ϕ(z) = ∂̄K̂ϕ(z) + K̂∂̄ϕ(z) if r = 0, 1, ϕ(z) = P̂ϕ(z) + K̂∂̄ϕ(z) if r = 2. (3.16)

In fact, P̂ maps forms with support in D to smooth forms. Moreover, P̂ϕ = 0 unless
r = 2. The kernels for these operators are obtained by choosing the weight g differently;
with notation as in Example 3.1, we let χ = χ(z) and we interchange the roles of ζ and z
in the functions si(ζ, z). The resulting weight is then holomorphic in ζ and has compact
support H in z.

Since the proof of the mapping properties above essentially only uses that g is smooth,
it follows that an analogue of Theorem 1.2 holds also for these operators. The subscript c
denotes forms with compact support.

Theorem 3.6. In the situation of Theorem 1.2, the integral operator K̂ extends to an
operator

Lp0,r;c(D)→ Lp0,r−1;c(X), p(X) < p ≤ ∞, L∞0,r;c(D)→ Cα0,r−1;c(X), 0 ≤ α < 4/p(X)−2,

and P̂ extends to an operator Lp0,2;c(D)→ C∞0,2;c(X), p(X) < p ≤ ∞.

Note that the operators in fact map to forms with support in the fixed compact set H.

4. Homotopy formulas

Proof of Theorem 1.4. By [AS1, Theorem 1.1] the homotopy formula (1.5) holds pointwise

on Dreg if ϕ is smooth on X. For ϕ ∈ Dom ∂̄
(p)
s , let {ϕj}j be a sequence as in Lemma 2.4.

We can assume that the ϕj are smooth and bounded and with support away from the
singularity {0} (see the proof of Lemma 2.4 in [LR2]). Then the homotopy formula

ϕj = ∂̄Kϕj +K∂̄ϕj (4.1)

holds on D. In fact, since ϕj is supported away from Xsing all the terms are smooth on
D, see [AS2, Lemma 6.1]. By Theorem 1.2 we have that Kϕj → Kϕ, and K∂̄ϕj → K∂̄ϕ
in Lp(D). It only remains to show that Kϕ ∈ Dom ∂̄

(p)
s . Taking the limit j → ∞ in (4.1)

implies, by Theorem 1.2, that Kϕ ∈ Dom ∂̄
(p)
w and ∂̄Kϕ = ϕ − K∂̄ϕ on D. As the ϕj are

bounded, {Kϕj}j is by Theorem 1.2 a sequence of bounded forms such that Kϕj → Kϕ
and ∂̄Kϕj → ∂̄Kϕ in Lp(D). Hence, Kϕ ∈ Dom ∂̄

(p)
s by Lemma 2.4. �
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4.1. Proof of Theorem 1.5. We first remark that the condition (∗) from the introduction
is indeed independent of the sequence of cut-off functions {χk}k. Indeed, if {χ′k}k is another
such sequence, then χk − χ′k has compact support contained in X∗, and on this set, ω is
∂̄-closed. Thus,∫

X
ωX ∧ ∂̄χk ∧ ϕ−

∫
X
ωX ∧ ∂̄χ′k ∧ ϕ =

∫
X
ωX ∧ (χk − χ′k) ∧ ∂̄ϕ,

and this tends to 0 as k →∞ by dominated convergence since ωX ∧ ∂̄ϕ is in L1(X).

Proof of Theorem 1.5. We first note that it is enough to prove that

ϕ = ∂̄Kϕ+K∂̄ϕ (4.2)

holds in the sense of distributions. Indeed, if it holds, then ∂̄Kϕ = K∂̄ϕ−ϕ is in Lp(D) by

Theorem 1.2 since ∂̄ϕ ∈ Lp(X), and therefore Kϕ ∈ Dom ∂̄
(p)
w . We note that p > p(X) ≥

4/3 since q(X) ≤ 4 by Corollary 3.5.
Let µk be the cut-off functions in Section 2.2 and let ϕk = µkϕ. By the proof of

Lemma 2.3 in [LR2], ϕk → ϕ in Lp(X), µk∂̄ϕ→ ∂̄ϕ in Lp(X), and ∂̄µk ∧ ϕ→ 0 in Lλ(X)
for λ = 4p/(p + 4) > 1 since p > 4/3. Since ϕk has support away from the singularity,
it follows as in the proof of Theorem 1.4 that the homotopy formula (4.1) holds on D.
Since p > p(x), Kϕk converges to Kϕ in Lp(D) by Theorem 1.2, and it follows that ∂̄Kϕk
converges weakly to ∂̄Kϕ. Since ϕk = µkϕ → ϕ and µk∂̄ϕ → ∂̄ϕ in Lp(X), it follows
from Theorem 1.2 that K(ϕk) → Kϕ and K(µk∂̄ϕ) → K∂̄ϕ in Lp(D). Thus, using that
∂̄ϕk = ∂̄µk ∧ ϕ+ µk∂̄ϕ, it follows that (4.2) holds if and only if

K(∂̄µk ∧ ϕ)→ 0 (4.3)

in the sense of distributions. If ϕ is a (0, r)-form, then there is nothing to prove for r = 2,
so let us assume that r = 1.

We first consider the case when p > p̂(X). Then λ > p(X) so (4.3) holds by Theorem 1.2,
since ∂̄µk ∧ ϕ→ 0 in Lλ(X).

It remains to prove that (4.3) holds for p(X) < p ≤ p̂(X) when ϕ satisfies (∗). To prove
(4.3) we decompose K = K1 +K2 as in Proposition 3.2. We saw in the proof of Theorem 1.2
that K1 is a bounded linear operator Lp0,r+1(X)→ Lp0,r(D) for any 1 ≤ p ≤ ∞. It follows,

in particular, that K1(∂̄µk ∧ ϕ) → 0 in the sense of distributions, since ∂̄µk ∧ ϕ → 0 in
Lλ0,r+1(X) where λ > 1 since p > 4/3.

We next consider K2. In view of Proposition 3.2 we may assume that the kernel is of
the form (3.9). To prove (4.3) for K2 we need to prove that

〈K2(∂̄µk ∧ ϕ), ξ〉 =

∫
z
ξ(z) ∧

∫
ζ
b(ζ, z) ∧ ωX(ζ) ∧ ηiηj

|η|4
∂̄µk(ζ) ∧ ϕ(ζ) (4.4)

tends to 0 as k →∞ for each test form ξ. By Fubini’s theorem, up to signs (4.4) is equal
to ∫

ζ
ωX ∧ ∂̄µk ∧ ϕ ∧

∫
z
b(ζ, z) ∧ ξ(z)ηiηj

|η|4
. (4.5)

We denote the inner integral with respect to z by γ(ζ). Note that

γ =

∫
z

c(ζ, z)(ζi − zi)(ζj − zj)
|ζ − z|4

,

where c(ζ, z) is a smooth (2, 2)-form. Now |γ(ζ)− γ(0)| is bounded by∫
z
|c(ζ, z)− c(0, z)|

∣∣∣∣(ζi − zi)(ζj − zj)|ζ − z|4

∣∣∣∣+ |c(0, z)|
∫
z

∣∣∣∣(ζi − zi)(ζj − zj)|ζ − z|4
− zizj
|z|4

∣∣∣∣ := I1 + I2.

Since c(ζ, z) depends smoothly on ζ, |c(ζ, z)−c(0, z)| . |ζ| and thus, in view of Lemma 6.3,
I1 . |ζ|. Moreover, by (3.15) and Lemma 6.3, I2 . |ζ|

∫
z max(|ζ − z|−3, |z|−3) . |ζ|.
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Since ϕ satisfies (∗), and this condition is independent of the choice of χk, we may
assume that χk = µk, and thus

∫
ζ ωX ∧ ∂̄µk ∧ ϕ ∧ γ(0) tends to 0 as k → ∞. It follows

from (2.5) that |∂̄µk ∧ (γ(ζ) − γ(0))| ≤ Cχk(|ζ|) when |ζ| � 1 and where χk is as in
Section 2.2. Since p > p(X), by Hölder’s inequality, ωX ∧ ϕ ∈ L1(X) and therefore
limk

∫
ζ ωX ∧ ∂̄µk ∧ ϕ ∧ (γ(ζ)− γ(0)) = 0 by dominated convergence. Hence (4.5) tends to

0 as k →∞. �

It follows from the proof of Theorem 1.5 that if ϕ ∈ Dom ∂̄
(p)
w , with p > p̂(X), then (∗)

is automatically fulfilled for ϕ, since if µk is as in Section 2.2, then∫
X
ωX ∧ ∂̄µk ∧ ϕ→ 0

by Hölder’s inequality.

It is worth noting that since the condition (∗) does not depend on p, we have the following
consequence of Theorem 1.5:

Corollary 4.1. If the ∂̄w-equation is locally solvable on a canonical surface for some p0 >
p(X), then is is locally solvable for all p ≥ p0.

Morally this means that the number of obstructions to solving the ∂̄w-equation in the
Lp-sense is decreasing in p. Theorem 1.1 in [R3] shows that the same kind of phenomenon
holds for homogeneous varieties with an isolated singularity.

Let ϕ ∈ Lp0,1(X), where p(X) < p ≤ 4. Assume that ϕ ∈ Dom ∂̄s. Then by Theorem 1.4,

ϕ = ∂̄sKϕ which implies particularly that ϕ = ∂̄wKϕ. Hence, ϕ satisfies (∗). It would be
interesting to know whether the converse is also true, i.e., if ϕ satisfies (∗), does it follow
that ϕ ∈ Dom ∂̄s?

4.2. Proof of Theorem 1.6. As explained after Proposition 3.2, the operator P is defined
by an integral kernel P (ζ, z) that is smooth with compact support in ζ, and holomorphic
in z. Therefore P extends to a compact operator P : Lp(X) → O(D), cf. the proof of
Theorem 1.2.

The formula (1.8) for ϕ ∈ Dom ∂̄
(p)
s and p(X) < p ≤ 4 is proved in the same way as

Theorem 1.4 above, using that (1.8) holds for the smooth functions ϕj , and that Pϕj → Pϕ.

Now assume that ϕ is a function in Dom ∂̄
(p)
w , where p(X) < p. We say that ϕ satisfies

(∗) if ∫
X
ωX ∧ ∂̄χk ∧ ϕ ∧ α→ 0 (4.6)

for any smooth ∂̄-closed (0, 1)-form α and sequence χk as in Section 4.1. In particular, if
ϕ is ∂̄-closed, i.e., holomorphic on the regular part of X, then as X is a canonical surface,
Xsing has codimension 2 and thus ϕ is bounded in a neighborhood of the singularity at the
origin. Therefore ϕ ∈ Lp for any p ≥ 1 and it follows as for (0, 1)-forms above that (∗) is
satisfied.

If ϕ ∈ Dom ∂̄
(p)
w and p > p̂(X), then (1.8) can be verified in the same way as Theorem 1.5

above. If instead p(X) < p ≤ p̂(X) and ϕ satisfies (4.6), one just needs to make minor
modifications. Namely, at the point where one considers γ(ζ)−γ(0), then γ is a (0, 1)-form,
and one then writes γ =

∑
γidζ̄i, decomposes γi(ζ) = γi(0) + (γi(ζ)− γi(0)) and proceeds

as in the proof above. The condition (4.6) is then finally applied with α = γi(0)dζ̄i.

4.3. Homotopy formulas with compact support. We get versions of Theorems 1.4
and 1.5 also for the operators in Theorem 3.6.

Theorem 4.2. Assume we are in the situation of Theorem 1.2.

(i) Let p(X) < p ≤ 4 and let ϕ be an (0, r)-form in Dom ∂̄
(p)
s ⊂ Lpc(D). Then K̂ϕ ∈

Dom ∂̄
(p)
s ,

ϕ(z) = ∂̄sK̂ϕ(z) + K̂∂̄sϕ(z) if r = 0, 1, ϕ(z) = ∂̄sK̂ϕ(z) + P̂ϕ(z) if r = 2. (4.7)



ESTIMATES FOR THE ∂̄-EQUATION ON CANONICAL SURFACES 15

(ii) If p̂(X) < p ≤ ∞ and ϕ is a (0, r)-form with r = 0, 1, in Dom ∂̄
(p)
w ⊂ Lpc(D), then

K̂ϕ ∈ Dom ∂̄
(p)
w and

ϕ(z) = ∂̄wK̂ϕ(z) + K̂∂̄wϕ(z). (4.8)

If p(X) < p ≤ p̂(X), and in addition ϕ satisfies the condition (∗), then the same conclusion
holds.

(iii) If p(X) < p ≤ ∞ and ϕ is a (0, 2)-form in Dom ∂̄
(p)
w ⊂ Lpc(D), then K̂ϕ ∈ Dom ∂̄

(p)
w

and

ϕ(z) = ∂̄wK̂ϕ(z) + P̂ϕ(z). (4.9)

The (0, 2)-form ϕ satisfies that P̂ϕ = 0 if (1.7) holds, and if p > p̂(X), then the converse
holds.

These statements are proved essentially by the same arguments as in the proofs of
Theorems 1.4 and 1.5. For (4.7), notice that as ϕ has compact support in D, when choosing
the approximating sequences {ϕj}j we may, in addition, assume that the ϕj have compact
support in D as well.

For the last statement, notice that the kernel for P̂ has the form hωX with respect to
ζ in a Stein neighborhood of the support of ϕ. Since X is Stein, we can assume that h is
holomorphic on X and so P̂ϕ = 0 if (1.7) holds. Conversely, if P̂ϕ = 0, then u = K̂ϕ is
a solution to ∂̄u = ϕ with support on the compact set H, see Section 3.4. It then follows
that (1.7) holds if and only if u satisfies (∗), which as we saw in Section 4.1 is automatically
satisfied for p > p̂(X).

Note that if ϕ is a (0, 1)-form in Lpc(X) and ∂̄ϕ = 0, then it automatically satisfies (∗),
so if p > p(X), then u = K̂ϕ is a solution with compact support to ∂̄u = ϕ.

4.4. On the domain of the ∂̄X-operator. The setting in [AS2] is rather different com-
pared to this article. Here we are mainly concerned with forms on X with coefficients in
Lp, while in [AS2], the type of forms/currents considered, denoted Wr

X , are “generically”
smooth, see [AW]. They include principal value currents α/f , where f is holomorphic
and α is smooth, and direct images of such currents, but with no growth restrictions on
the singularities. For the precise definition of the sheaf Wr

X we refer to [AS2, AW]. The
∂̄-operator considered in [AS2] is somewhat different from ∂̄s and ∂̄w considered here. For
currents in Wr

X , one can define the product with the structure form ωX associated to the

variety. A current µ ∈ Wr
X lies in Dom ∂̄X if ∂̄µ ∈ Wr+1

X and ∂̄(µ ∧ ωX) = ∂̄µ ∧ ωX .
Combining our results about K and the ∂̄w- and ∂̄s-operator with some properties about
the WX -sheaves, we obtain a result for the ∂̄X -operator, providing a partial answer to a
question in [AS2], cf. the paragraph at the end of page 288 in [AS2].

Theorem 4.3. In the situation of Theorem 1.2, let p(X) < p ≤ 4 and ϕ ∈ Dom ∂̄
(p)
s ∩

Wr
X(X). Then Kϕ ∈ Dom ∂̄X .

Note that if ϕ ∈ Dom ∂̄
(p)
w , where p > p̂(X), then by Lemma 2.3, ϕ ∈ Dom ∂̄

(λ)
s , where

λ > p(X), so also in this case, Kϕ ∈ Dom ∂̄X .

Proof. First, by [AS2, Proposition 1.5], Kϕ ∈ W(D). Then in particular ∂̄Kϕ is a pseu-

domeromorphic current, see, e.g., [AW]. Moreover, by Theorem 1.4 Kϕ ∈ Dom ∂̄
(p)
s , and

thus ∂̄Kϕ ∈ Lp(D). Now a pseudomeromorphic current in Lp is in fact in W, cf. [AW].
Hence ∂̄Kϕ ∈ W(D).

Since Kϕ ∈ Dom ∂̄
(p)
s , there is a sequence of smooth forms ψj with support away from

the singularity such that ψj → Kϕ and ∂̄ψj → ∂̄Kϕ in Lp(D). Since ωX ∈ Lq(X) for each
q < q(X), by Hölder’s inequality, ψj ∧ ωX and ∂̄ψj ∧ ωX converge in L1(D) to Kϕ ∧ ωX
and ∂̄Kϕ ∧ ω, respectively. Hence

∂̄(Kϕ ∧ ωX) = lim
j
∂̄(ψj ∧ ωX) = lim

j
∂̄ψj ∧ ωX = ∂̄Kϕ ∧ ωX .
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We conclude that Kϕ ∈ Dom ∂̄X . �

5. Examples and counterexamples

In this section, we study the condition (∗) and ∂̄w-Koppelman formulas for all types of
canonical surface singularities: An, n ≥ 1, Dn, n ≥ 4, E6, E7 and E8. We focus on the
important case of L2-cohomology, i.e., p = 2. However, we also get some statements for
p ≥ 2. All in all we obtain a complete picture about the solvability of the ∂̄w-equation in
the L2-sense at canonical surface singularities.

5.1. The An-singularities. Recall that the An-singularity for n ≥ 1 is the variety X =
{f(ζ) = 0} ⊂ C3, where f(ζ) = ζ1ζ2 − ζn+1

3 .

Theorem 5.1. Let X be (a neighborhood of the origin of) the An singularity {ζ1ζ2 =

ζn+1
3 } ⊂ C3, let p ≥ 2, and let ϕ ∈ Dom ∂̄

(p)
w ⊂ Lp0,r(X). Then ϕ satisfies the condition (∗).

In combination with Theorem 1.1 we get the following.

Corollary 5.2. The ∂̄w-equation is solvable at the An-singularity in the Lp-sense for p ≥ 2.

Proof of Theorem 5.1. Note that X has a branched n+ 1 to 1 covering C2 → X given by
π(s, t) = (sn+1, tn+1, st). If β = i

2

∑
dζj ∧ dζ̄j is the standard Kähler form on C3, so that

β2|X = dVX , then we obtain:

π∗β2 = 2(n+ 1)2
(
|s|2n+2 + |t|2n+2 + (n+ 1)2|st|2n

)
dV (s, t). (5.1)

Recall that by (3.3), we can choose a representation ωX =
∑
ωi,j dζi ∧ dζj of the structure

form such that |ωi,j | . 1/|∂f |. Since π∗|∂f |2 = |s|2n+2 + |t|2n+2 + (n + 1)2|st|2n we get
from (5.1) that

π∗|ωi,j |2π∗β2 . dV (s, t). (5.2)

Let µk be cut-off functions as in Section 2.2 and let Dk = {ζ ∈ X : e−e
k+1

< |ζ| < e−e
k}.

Then, in view of (2.5), the integral in (∗) is a finite sum of integrals, which are bounded
by constants times integrals of the form∫

Dk

|ωi,j |
1

|ζ|
∣∣ log |ζ|

∣∣ |γ|β2 ≤
(∫

Dk

|ωi,j |2β2

|ζ|2 log2 |ζ|

)1/2(∫
Dk

|γ|2β2

)1/2

=: (I1,k)
1/2(I2,k)

1/2

where γ ∈ L2
0,0(X) and the inequality follows from the Cauchy-Schwarz inequality. Note

that I2,k → 0 for k →∞ by dominated convergence because γ ∈ L2
0,0(X) and the domain

of integration shrinks to 0. Therefore it is enough to show that I1,k is uniformly bounded
in k.

From (5.2) it follows that

I1,k .
∫
π−1(Dk)

dV (s, t)(
|s|2n+2 + |t|2n+2 + |st|2

)
log2

(
|s|2n+2 + |t|2n+2 + |st|2

) . (5.3)

Let us decompose

π−1(Dk) = {e−2ek+1 ≤ |s|2n+2 + |t|2n+2 + |st|2 ≤ e−2ek} ⊂ C2

into Ek := π−1(Dk) ∩ {(1/2)e−2ek+1 ≤ |st|2 ≤ e−2ek} and Fk := π−1(Dk) \ Ek. Note that

Ek ⊂ E′k := {(s, t) | e−ek+2 ≤ |st| ≤ e−e
k} because 2−1/2e−e

k+1
> e−e

k+2
. Therefore we

obtain by [R4, Appendix B]:∫
Ek

dV (s, t)(
|s|2n+2 + |t|2n+2 + |st|2

)
log2

(
|s|2n+2 + |t|2n+2 + |st|2

) ≤ ∫
E′k

dV (s, t)

|st|2 log2
(
|st|2

) ≤ C
uniformly in k.
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Next note that on Fk, |s|2n+2 + |t|2n+2 ≥ |st|2. Therefore if (s, t) ∈ Fk satisfies |s| ≤ |t|,
then |st|2 ≤ 2|t|2n+2, and so

e−2ek+1 ≤ |s|2n+2 + |t|2n+2 + |st|2 ≤ 4|t|2n+2,

|t|2n+2 ≤ |s|2n+2 + |t|2n+2 + |st|2 ≤ e−2ek ,

and |s|2 ≤ 2|t|2n. By symmetry we get that

Fk ⊂ {Ak ≤ |s| ≤ Bk, 0 ≤ |t| ≤
√

2|s|n} ∪ {Ak ≤ |t| ≤ Bk, 0 ≤ |s| ≤
√

2|t|n},

where Ak = e−e
k+1/(n+1)/21/(n+1) and Bk = e−e

k/(n+1). Now by integration in polar
coordinates ∫

Fk

dV (s, t)(
|s|2n+2 + |t|2n+2 + |st|2

)
log2

(
|s|2n+2 + |t|2n+2 + |st|2

)
.
∫ Bk

Ak

∫ √2rn2

0

r1r2dr1dr2

r2n+2
2 log2(r2)

=

∫ Bk

Ak

dr2

r2 log2(r2)
→ 0

when k →∞ because the integrand is integrable over, say [0, 1/2]. Thus (5.3) is uniformly
bounded in k. �

5.2. On the Euler characteristics of the structure sheaf. As a preparation for the
proof of the existence of obstructions for solvability of the ∂̄w-equation at canonical singu-
larities in the L2-sense, we need some observations on the behaviour of the Euler charac-
teristics of the structure sheaf under resolution of singularities.

Let F → X be a coherent analytic sheaf over a compact complex space X of pure
dimension n, and let χ(F) be the Euler characteristic of F ,

χ
(
F
)

:=
n∑
j=0

(−1)j dimHj
(
X,F

)
.

If D is a divisor on X, associated to a line bundle L→ X, then χ
(
OX(D)

)
is the holomor-

phic Euler characteristic of L.

Proposition 5.3. Let π : M → X be a resolution of singularities of a compact surface X
with at most canonical singularities. Then χ(OX) = χ(OM ).

Proof. Since X is a normal space, π∗OM = OX . Moreover, canonical singularities are
rational so that Rkπ∗OM = 0 for k > 0. Hence, the Leray spectral sequence gives
Hk(X,OX) ∼= Hk(M,OM ) for k ≥ 0. �

If we assume that the ∂̄w-equation is locally solvable in the L2-sense, then we obtain
another representation of χ(OX) for arbitrary normal complex surfaces.

Theorem 5.4. Let X be a compact normal complex surface, π : M → X a resolution of
singularities with only normal crossings, Z := π−1(Xsing) the unreduced exceptional divisor
and E := |Z| the exceptional divisor. If the ∂̄w-equation is locally solvable in the L2-sense
for (0, 1)-forms, then

χ
(
OX
)

= χ
(
OM (Z − E)

)
. (5.4)

Proof. Following [R4, Section 2.1], let C0,r denote the fine sheaves L2,loc
0,r ∩ Dom ∂̄w and

consider the sheaf complex

0→ OX −→ C0,0
∂̄w−→ C0,1

∂̄w−→ C0,2 → 0. (5.5)

It is easy to see that (5.5) is exact at C0,0 because X is normal; a germ f ∈ ker ∂̄w ⊂ C0,0

is a holomorphic function on the regular locus of X, and so it is also strongly holomorphic
by normality. Moreover, (5.5) is exact at C0,2, see [OR, Theorem 4.3]. (It is usually not
difficult to solve ∂̄-equations in the highest degree, see also [S].) In general, (5.5) is not
necessarily exact at C0,1, but here, we assume that this is the case. Thus (5.5) is a fine
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resolution of OX ; in particular Hk(X,OX) = Hk(Γ(X, C0,•)). By [R4, Theorem 1.13]

Hk(Γ(X, C0,•)) = Hk(M,OM (Z − E)), and so

Hk(X,OX) = Hk(M,OM (Z − E)),

which proves (5.4). �

Combining Proposition 5.3 and Theorem 5.4 we get:

Corollary 5.5. Let X be a compact complex surface with at most canonical singularities.
If the ∂̄w-equation is locally solvable in the L2-sense for (0, 1)-forms on X, then

χ
(
OM ) = χ

(
OM (Z − E)

)
(5.6)

for any resolution of singularities π : M → X with only normal crossings.

So, if we are looking for obstructions to solvability of the ∂̄w-equation in the L2-sense at
canonical singularities, we just need to find configurations violating (5.6).

5.3. Obstructions for ∂̄w at canonical singularities.

Theorem 5.6. There exist obstructions to local solvability of the ∂̄w-equation in the L2-
sense for (0, 1)-forms at singularities of type Dn, n ≥ 4, E6, E7 and E8.

Hence, (∗) does not hold for all ϕ ∈ ker ∂̄w ⊂ L2
0,1 at such singularities.

Proof. Let X be a projective variety with a single singularity of one of the types above,
and π : M → X a resolution of singularities with only normal crossings. In view of the
discussion above it suffices to show that (5.6) does not hold. For the Dn-singularities,
n ≥ 4, this was proved in the proof of Theorem 4.8 in [P] using the Riemann-Roch formula
for regular complex surfaces

χ
(
OM (Z − E)

)
= χ

(
OM

)
+

1

2

(
(Z − E) · (Z − E)− (Z − E) ·K

)
,

where K is the canonical divisor on M . Since O(K) is trivial on a neighborhood of the
exceptional set, Zj ·K = 0 for any irreducible component Zj of the exceptional set, cf. [D2,
page 135], and thus (Z −E) ·K = 0. Pardon proved that (Z −E) · (Z −E) = −2 so that

χ
(
OM ) = χ

(
OM (Z − E)

)
+ 1 (5.7)

and in particular (5.6) does not hold.
For the remaining singularities, E6, E7 and E8, we proceed analogously to [P] and show

that (5.7) holds also for these singularities. Now let π : M → X be the minimal resolution
of X. Then the exceptional divisor Z has normal crossings and the irreducible components
Ej have self-intersection −2 and pairwise intersections according to the Dynkin diagrams
of E6, E7 or E8, see, e.g., [D2]. The labels of the nodes in the following diagrams are the
multiplicities of the corresponding divisors in the unreduced fundamental cycle Z, cf., e.g.,
[I, Example 7.2.5] and [BPV, Proposition 3.8].

1 2 3 2 1

2

E6

2 3 4 3 2 1

2

E7

2 4 6 5 4 3 2

3

E8
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This means that in the case of the E6-singularity, we can label the irreducible components
of Z so that Z−E = 2Z0 +Z1 +Z2 +Z3 and Z2

ν = −2, Z0 ·Zµ = 1 if µ ≥ 1, and Zν ·Zµ = 0
if µ > ν ≥ 1. For the E7-singularity we can label the irreducible components of Z so that
Z−E = 3Z0 +2Z1 +Z2 +Z3 +2Z4 +Z5 and Z2

ν = −2 for all ν, Z0 ·Z1 = Z0 ·Z3 = Z0 ·Z4 =
Z1 · Z2 = Z4 · Z5 = 1, and Zν · Zµ = 0 for all other combinations of ν 6= µ. Finally, for
the E8-singularity, we have Z − E = 5Z0 + 3Z1 + Z2 + 2Z3 + 4Z4 + 3Z5 + 2Z6 + Z7 and
Z2
ν = −2 for all ν, Z0 · Z1 = Z0 · Z3 = Z0 · Z4 = Z1 · Z2 = Z4 · Z5 = Z5 · Z6 = Z6 · Z7 = 1,

and Zν ·Zµ = 0 for all other combinations of ν 6= µ. In all three cases a computation yields
that (Z − E) · (Z − E) = −2, which implies (5.7). �

6. Appendix – Integral estimates on analytic varieties

In this section we recall for convenience of the reader some basic integral estimates for
analytic varieties from [LR2]. Let i : X → Ω′ ⊂ CN be an analytic variety of pure dimension
n. We consider X as a Hermitian complex space with the restriction of the standard metric
from CN , i.e., X∗ := Xreg of X carries the induced Hermitian metric. With respect to
the volume element induced by this metric, Xsing is a null set, and we denote by dVX the
extension to X of the volume element on X∗. Let Br(z) be the ball of radius r > 0 centered
at the point z ∈ CN . The results below are all consequences of Lemma 2.1 in [LR2] which
asserts that radial integrals on X behave like in Cn, which in turn follows from the fact
that the volume of a ball X ∩Br(z) is ∼ r2n, cf. [D1, Consequence III.5.8].

Lemma 6.1 ([LR2], Lemma 2.2). Let X ⊂ CN be an analytic variety of pure dimension
n, K ⊂ X a compact subset and R > 0. Let α ≥ 0. Then there exists a constant C > 0
such that the following holds:∫

X∩(Br2 (z)\Br1 (z))

dVX(ζ)

|ζ − z|α
≤ C

 r2n−α
2 , α < 2n,

1 + | log r1| , α = 2n,
r2n−α

1 , α > 2n,

for all z ∈ K and 0 < r1 ≤ r2 ≤ R.

Lemma 6.2 ([LR2], Lemma 2.3). Let X and K be as in Lemma 6.1. Then∫
X∩B1/2(z)

dVX(ζ)

|ζ − z|2n log2 |ζ − z|
. 1, z ∈ K.

Lemma 6.3 ([LR2], Lemma 2.5). Let X ⊂ CN be an analytic variety of pure dimension
n, D ⊂⊂ X relatively compact and 0 ≤ α, β < 2n. Then there exists a constant C > 0
such that the following holds:∫

D

dVX(ζ)

|ζ − z|α|ζ − w|β
≤ C


1 , α+ β < 2n,
log |z − w| , α+ β = 2n,
|z − w|2n−α−β , α+ β > 2n,

for all z, w ∈ X with z 6= w.

Lemma 6.4 ([LR2], Lemma 2.7). Let X ⊂ CN be an analytic variety of pure dimension
n, K ⊂ X a compact subset and R > 0. Let 0 ≤ α < 2n. Then there exists a constant
C > 0 such that: ∫

X∩Br(z)

dVX(ζ)

|ζ − w|α
≤ Cr2n−α

for all z ∈ K, w ∈ X and 0 ≤ r ≤ R.
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