Abstract

The main objective of this thesis is to derive a finite element method for a parabolic sto-
chastic partial differential equation, driven by either an additive or a multiplicative noise.
Subsequently, to implement a finite element solver in Matlab in rectangular domains in R2.
We discretize in space by using piecewise linear finite elements and use the backward Euler
method for the time discretization. The finite element solver is applied in numerical exper-
iments in an attempt to verify theoretical results on the convergence rate of the numerical
method. As we do not obtain the predicted convergence rates, we conclude that the solver
must be improved. In turn, we point out possible weaknesses in the numerical procedure.

Furthermore, we explore conditions guaranteeing existence and uniqueness of a mild solu-
tion and examine the consequences of these conditions for the parameters of the model. We
also develop the connection between the model parameters and the regularity of the solution.
The sensitivity of the solution to the model parameters is further emphasized by numerical
experiments.

We identify and describe possible extensions to this work. One involves the implemen-
tation of the finite element solver in a general domain in R2?. This requires the estimation
of the eigensystem of the Laplacian operator in the domain in question. Another extension
is to perform further numerical experiments, concentrating on the model with multiplicative
noise. However, the shortcomings of the numerical approach must first be addressed. This
includes the assessment of the magnitude of the quadrature error. Also, the sampling error
should be reduced by decreasing the run time of the program code.
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Chapter 1

Introduction

A stochastic partial differential equation (spde) is a partial differential equation containing a
random term. Such equations are a basic tool for modelling systems where noise is impor-
tant and arise in a variety of situations within many different fields of research. Spde’s are,
for example, used to model turbulence and pattern formation and to predict trends in the
stock market or in the weather. They are also used for biological modelling and within the
field of medicine. Although the properties of spde’s have been thoroughly studied, numerical
approximations of such equations have received less attention, which makes it an interesting
topic for further research.

In this thesis, we study a special case of the stochastic parabolic partial differential equa-
tion, namely the stochastic heat equation,

du—Audt=cdW, for0<t<T, withu(0)=u’. (1.1)

Here, u(t) is a random process that takes its values in Lo(D), where D is a bounded domain
in R?Y, d = 1,2, 3, with a sufficiently smooth boundary, I' = D. In particular, u® € Lo(D).
We have that A is the Laplacian operator subject to homogeneous Dirichlet boundary condi-
tions. Furthermore, o is an operator valued function defined on Lo(D) and W (t) is a Wiener
process defined on a filtered probability space, (Q, F,P,{F;}+~0), with covariance operator
Q : Ly(D) — Lo(D).

Our principal aim is to derive and implement a finite element method to solve the spde
in (1.1) in a rectangular domain in R?. This requires us to examine the theoretical details
of the model, including conditions guaranteeing existence and uniqueness of a mild solution.
Another important aim is to use the finite element solver to test theoretical error estimates.
Last, but not least, we use numerical experiments and the finite element solver to increase our
understanding of the mathematical model, the noise term, o dW, in particular. In this thesis,
we build mainly on the work done by Yubin Yan and Stig Larsson at Chalmers University
of Technology, which is described in Yan [10]. The extensions made here concern mainly
numerical work and include the derivation and implementation of the finite element solver
and the testing of error estimates put forward in Yan [11].

In essence, we achieve our main aim, i.e., to implement a finite element solver for the
mathematical model in (1.1). However, we do not reach an acceptable conclusion about the
convergence rate of the numerical method by using numerical experiments. Thus, we can not



verify the error estimates in Yan [11]. Even though this is a disappointment, there are many
positives that we take from our work here. We have gained insight into the mathematical
model, which will be valuable when it comes to planning further numerical experiments. Also,
we have been able to identify some weaknesses in the numerical approach, which we believe
to explain why we cannot reach a conclusion about the convergence rate of the numerical
method. An extension of this thesis would be to look carefully into these weaknesses and
make amends for them. Furthermore, we have pinpointed some new directions that this work
could be taken into and extended, such as implementing the solver in a general domain in R2.
Last, but not least, we have written software, the finite element solver, which will be useful
in further work on this subject.

The layout of the thesis is as follows. We start, in Chapter 2, by exploring the theoretical
framework within which we will be working. We specify the form of individual terms of the
mathematical model, the noise term in particular, and examine conditions of existence and
uniqueness of a solution to the model. In Chapter 3, we derive a finite element method
for the mathematical model. Also, we discuss some issues concerning the implementation
of the finite element solver, mainly focusing on the computation of the noise term of the
spde. Furthermore, we discuss the implementation of the solver in a general domain, D,
in R?, which includes the estimation of the eigensystem of the Laplacian operator in D.
Our discussion on the numerical experiments and their results is divided into two chapters,
Chapter 4 and Chapter 5. In Chapter 4, we present the setup of the numerical experiments
and their expected results. Then, in Chapter 5, we display and discuss the results of the
experiments. Finally, in Chapter 6, we summarize the main conclusions of the thesis and
discuss some possible extensions to this work.




Chapter 2

Theoretical Framework

In the previous chapter, we introduced the mathematical model which we will be working
with in this thesis. Presently, the model is in a general form which must be narrowed down
in order to give a clear meaning to the model. In particular, the form of individual terms
of the model must be specified and some assumptions must be made in order to establish
the existence of a unique solution to the model. The principal aim of this chapter is thus
to further develop the mathematical model. As a result, we obtain a model, coupled with
certain restrictions on its parameters, for which we will later be able to develop a numerical
method.

We begin by putting forward some definitions, notation and other results that we will
need later on. This is done in Section 2.1.

In Section 2.2, we explain the form and clarify the meaning of individual terms in the
spde (1.1). Here, the noise term of the spde, o dW, is of particular importance since it is
essential to know what type of noise we are working with and how its properties are affected
by the parameters of the model.

In Chapter 3, we use the variational form of the spde to develop a numerical method
for the model. When it comes to nailing down the concept of a solution, however, the mild
solution to the spde is more convenient. In Section 2.3, we present the mild solution to the
spde and establish sufficient conditions for its existence and uniqueness. These conditions
will, in turn, result in restrictions on the parameters of the model. Furthermore, we examine
the regularity of the mild solution and the relationship between the regularity of the solution
and the regularity of the noise term of the spde.

2.1 Notation, definitions and other results

Below, we present definitions and other results that are needed in the remainder of the chapter.
We also introduce notation that is used throughout the thesis.
Notation and definitions of some spaces

For convenience, we let H = Lo(D), with inner product defined by (u,v) = [,uvdz and
corresponding norm || - || = (-,-)/? . Furthermore, we let A be the operator —A with Dirichlet
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boundary conditions, i.e., A = —A with domain D(A) = H} N H?, where the spaces H? and
H} are according to Definition 2.1.1 below.

Definition 2.1.1. We define H* = H*(D) to be the space of all functions whose weak partial
deriwatives of order < k belong to Lo, i.e.,

H* = H¥(D) = {v € Ly : D% € Lo, |a| <k},

alaly . o
8x?1...8x:d’ with ’a’ o

where o = (aq, ..., aq) is a vector of non-negative integers and D*v =

Z?Zl . Furthermore, we define HY = H(D) as
H)=HYD)={ve H :v=0 onT}.

The space H* has the inner product (v, w); = Zla\</€ Jp D*vD*wdx and the corresponding

1/2
norm ||v||x = (v,w)k/ .

We note that when k = 0, we have the space H = Lo(D).

Definition 2.1.2. We define the space H® = H*(D) = D(A%/?), with norm |v|, = |40,
for any s in R.

We have from Parseval’s relation that |v|? = || A%/?v|]? = PR Aj@?, where \; are eigenvalues

of A and 0; = (v, ¢;), with ¢; an orthonormal basis of corresponding eigenfunctions.

Definition 2.1.3. The triple (Q,F,P), where Q is a set, F C P(Q) is a o-algebra and
P : F — [0, 1] is a probability measure, is called a probability space. A filtered probability space,
(Q,F, P, {Fi>0}), is a probability space equipped with an increasing family of o-algebras,
{Fi>0}, called a filtration.

Definition 2.1.4. For any Hilbert space, H, we define

Lo(S: H) — { Blolfy = [ o)l dP) < oo}

) 1/2
with norm ||v|| 1, o;m) = (EHUH}%I) 2.

Hilbert-Schmidt operators and spaces

In our work, we follow Da Prato and Zabczyk [1] and let o be a Hilbert-Schmidt operator
from QY2(H) to H. The space of all such operators is denoted by HS(QY?(H),H). A
Hilbert-Schmidt operator is defined as follows.

Definition 2.1.5. We say that 1(s) is a Hilbert-Schmidt operator on H, or(s) € HS(H, H),
if

1/2

lo()llas= | D lve)eil® | < oo,

Jj=1

where {@;} is an arbitrary orthonormal basis in H.
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Thus, for ¢ to be a Hilbert-Schmidt operator from QI/Q(H) to H, we must have,
- 1/2
()@ 2llms = | Y ()@ 2057 | < 0.
j=1
It6 isometry and Brownian motion
We now define an important property of stochastic processes, the socalled Itd isometry

Theorem 2.1.6. If ¢ € HS(QY?(H), H), then the stochastic integral fotl/J(S)dW(S) is well
defined and we have the Ito isometry
2 t

= | IEus@ 2 rsas.

B | (s d(s)

where E stands for expectation.
We will need to formalize the concept of Brownian motion.

Definition 2.1.7. A random variable B(t) that depends continuously on t € [0,T], is called
a standard Brownian motion over [0,T] if it satisfies the following three conditions:

1. P(B(0) =0) =1, where P stands for probability.
2. For0<s <t<T wehave B(t)—B(s) ~+/(t —s)N(0,1), where N(0,1) is the standard

normal distribution.

3. For0 <s<t<u<wv<T theincrements B(t)—B(s) and B(v)—B(u) are independent.

Other results

In the proof of the regularity of the mild solution, we need some results that are related to
E(t) = e~ being an analytic semigroup on H. These results are presented as a lemma and
the proof can be found in Thomée [9].

Lemma 2.1.8. For any u, v € R and l > 0, there exists C' > 0 such that
(i) |DLE(t)v], < Ct==m/2=y|,, fort >0, 2l+v>pu,
(i) [5 s"|DIE(s)v|2ds < Clv

|gl+u—u—1; fort >0, u>0.

2.2 Form and meaning of the model made more precise

In this section, we seek to make the form and meaning of the terms w, o, and W in the
mathematical model more precise.

The solution to the spde, u

We start with the term u. We have that u is the solution to the spde (1.1). It is a H-valued
random process, which takes the form

L w:[0,T] xQ— H, or (t,w) — u(t,w) (u(t) for short), with u(t) : D — R.
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The Wiener process, W

W is a Wiener process on a filtered probability space, (2, F,P,{F}+>0), with covariance
operator () : H — H. It takes the form

I W :[0,T] x Q2 — V, or (t,w) — W(t,w) (W(t) for short), with W(¢) : D — R. The
space V is determined by the properties of the Wiener process.

In this thesis, we follow Da Prato and Zabczyk [1] and Yan [10] and write the Wiener
process in terms of its Fourier series,

Z v %eiB;(1). (2.1)

Here, §;(t) is a sequence of independent identically distributed Brownian motions and {v;, e;}
is the eigensystem for (). The operator @ is self-adjoint, positive definite, bounded and linear.
Moreover, @ is defined such that it has the same eigenfunctions as A.* The relationship
between the eigenvalues of () and A is given by the equation

where o € R.

We concentrate on the following two types of Wiener processes:

1. W(t) is a so-called nuclear Wiener process, which follows from the assumption that the
covariance operator @ is of trace class, i.e., Tr(Q) < oo. Here, V.= H (see II), since we
have

E|W(#)]* = EHZ” (t)ej]|” Zwm —tZ%—tTY

2. W (t) has identity covariance, i.e., @ is the identity operator. Thus Tr(@)) = oco. Here,
W (t) does not take its values in H, i.e., V # H. The noise term o dW is white in space
and time.

In case 2, where Q = I, the eigenvalues of @ are all 1 and from (2.2) we see that we must
have o = 0. In case 1, we get

Z% Zxa <N <034 see (3.17).} < C Y 5, (2.3)

j=1 j=1

which gives us Tr(Q) < oo if a > d/2.

“Here, A = —
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The operator o

The noise term in the spde is o dW, where o is a Hilbert-Schmidt operator from Q'/2 (H) to
H, not necessarily linear. The form of ¢ determines the type of noise of the spde. If ¢ is in
the form

II. ¢:[0,T]xH — HS(Q1/2(H), H),or (t, f) — o(t; f) (o(t) for short), with o(t) : D — R,

the spde has an additive noise term. However, we say that the noise term, o(u(t)) dW (t), is
multiplicative if o is in the following form:

IV. 0:[0,T] x Q x H — HS(QY?(H), H), or (t,w, f) — o(t,w; f). In particular, we have
u(t) € H, so we consider (t,w,u(t)) — o(t,w;u(t)) (o(u(t)) for short), with o(u(t)) :
D —R.

In Section 2.3, we impose some conditions on the operator o, which will guarantee the exis-
tence and uniqueness of a mild solution to the spde.

2.3 The mild solution

Here, we present the mild solution to the spde in (1.1), together with conditions that guarantee
its existence and uniqueness. These conditions result in restrictions on the parameters of the
model, which we will investigate further. Also, we examine the regularity of the mild solution
and the relationship between the regularity of the solution and the regularity of the noise
term of the spde.

Sufficient conditions for existence and uniqueness of a mild solution

Following Da Prato and Zabczyk [1], we assume that o fulfills the following Lipschitz and
growth conditions. There exists a constant C' such that,

() 1(o(f) —o(9)QY?|lus < C||f —gll, for f,g € H.

(ii) [lo(f)Q?|lus < ClIf(W)ll, for f € H.
Then we have that there exists a unique mild solution, u € ([0,T7]; L2(€2, H)), to (1.1):

u(t) = E(t)ug + /0 E(t —s)o(u(s)) dW (s), (2.4)

where E(t) = et is the analytic semigroup on H generated by —A. We have, moreover,
that

sup Ellu(t)[* < C(1 + El|uo|®).
te[0,7

We note, that in the case that Tr(Q) = oo, the identity mapping o = I does not fulfill
(ii), i.e.,

1/2 - 1/2

0@ s = | D_1Q¢il* ] < [D_lIQ71P| =

j=1 j=1

Therefore, we introduce a modified version of condition (ii),
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(it") [AP-D2e(f)QY?(lns < C|If]l,  for some § € [0,00), f € H.

Remark 2.3.1. We can see that the case (ii) corresponds to = 1 in (ii’). Also, that if
o =1, (i) reduces to | AB—D/2QV2||ys < C.

Consequences for the parameters of the Wiener process

The above conditions (i), (ii) and (ii’) are used in proofs of the existence of a mild solution
and proofs of error estimates and the regularity of the mild solution. Here, however, our
main concern is how these conditions affect the parameters of the model. As of yet, we have
not been able to fully explore the consequences of the conditions. However, we have derived
restrictions on the parameters o and /3, imposed by (ii’), in the case where o = I.

We let o = I. Then, the condition (ii’) reduces to || AP~1/2QY2||yg < C. We get

[ ACD2QU2 g = 3 [ ACDIQ1 e,

j=1
= {.Aej = )\jej and er = 'yjej}

> —-1)/2 1/2
=3 AT e 2 = ZAB illes?

j=1
= {1 = %)

o0 [e.9]
—1— —1—
= N el = X
j=1 j=1

<{N S CPY see (31T)} < C)
j=1

(2.5)

2(f-1-a)
a .

For this to be finite, we need 2(5%}_0‘) < —1. This means that in order for (ii’) to be valid,

must be such that 0 < a — g + 1.

As previously mentioned, we concentrate on spde’s with nuclear Wiener processes and
Wiener processes with identity covariance. When W (t) is nuclear, we have shown in (2.3)
that we must have o > d/2. Thus, when W () is nuclear and ¢ = I, we have that for (ii’) to
be valid, we must have 8 € [0, + 1 — d/2), with a > d/2.

For space-time white noise, i.e., when Q = I, we have that a = 0 and thus for (ii’) to be
valid we must have that 5 € [0,1 — d/2). For 8 € [0,00) this is only possible when d = 1,
which gives § € [0,1/2).

When o # I, the condition (ii’) is not trivial to evaluate, in general The computation
above breaks down since we are not able to simplify the term AB~D/25(u(t))e;. This is a
problem, moreover, when it comes to determining whether a particular operator ¢ fulfills the
condition. Here, we will have to be content by saying that the conditions (i) and (ii’) are
quite strong and that o must be a very well behaved operator in order to fulfill them.

Regularity of the mild solution

Theorem 2.1 in Yan [11] expresses the regularity of the mild solution. Below, we reproduce
this theorem, together with its proof.
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Theorem 2.3.2. Assume that o satisfies (i) and (ii’). Let u(t) be the mild solution (2.4) of
(1.1). Then we have, for ug € Lo(Q2, HP),

la)l 10 < C (HuOHLZm;Hﬁ) + sip ||u<s>\L2<Q;H)) . (2.6)

Proof. For any 8 > 0, using the stability of E(t), see Lemma 2.1.8, and It6 isometry, we get

t 2
E\u(t)]% =E ’E(t)uo + /0 E(t — s)o(u(s)) dW (s)
t ’ 2
< 9B |E(t)uold + 2B /O Bt = ou(s) aw(s)|

= {using the definition of the |- |s norm}
2
= 2B |E(t)uo|} + 2E

/0 t APPE(t — s)o(u(s)) dW (s)

< {using Lemma 2.1.8 (ii) with [ = 0 and p = v and It6 isometry}

< 2B uof} + 2E | APRE( — s)o ()@ s ds
= 2B [uo[} + 2B /Ot |AY2E(t — 5) AB=D 26 (u(s))QY?| g ds.
Further, we have
B [ 1472 B( — 9o(ul)Q s ds < B [ 14VE( - ) 7JAC ) o(ul) Qs ds

t
< A{using (ii’) } < C (/ |AY2E(t — 8)H2d8> sup Elu(s)|?
0 0<s<t

< {using Lemma 2.1.8 (i) with [ =0, u =0, v =1 and v = 1} < C sup E|u(s)|>.
0<s<t

We thus have
Blu(t)} < C (E|uo|%+ sup EHu(s)ll2>-
0<s<t

Noting that

1/2
1/2
<sup EHU(S)||2> < sup (Efu(s)]?)"* = sup [w(s) | Lo(2;mm)
0<s<t 0<s< 0<s<t

we get the inequality (2.6). O

The regularity estimate in (2.6) indicates that if the initial value, ug, is in La(€2, HP ), the
mild solution is also in Ly(€Q, H?). Thus, the number of possible derivatives of u is at least
(8. However, we are more interested in how the regularity of the mild solution is connected to
the regularity of the noise term of the spde.
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It is relatively simple to show that W (t) (and thus also dW (t)) is in Ly(Q, H?~1). We
have, using Parseval’s relation and (2.1), (2.2) and (3.17),
2
E[W (0[5, = EJACD 2w (@) = EZ “VEW (), @)

- Z /22 1/2/83 6],61 - EZ’YZ/BI l)/261,61)2

=1

—EZAﬁ LBt EZAB 1ag
—ZAﬁ SORG(1) —tZAﬁ - a<tZl2(ﬁ “”)

for g € 0, +1—d/2). When o = I, we thus have that the noise term, odW, is in
Ly(Q, H?1). However, we are not able to draw any such conclusions when o # I.

When o = I, we thus have that the relationship between the regularity of the mild solution
and the noise term of the spde is that the solution has one more derivative than the noise
term, i.e., the solution is smoother than the noise term.

In terms of the parameters o and 3, we have that o determines the upper limit of the
interval to which 3 is restricted. Although we do not have any equation that precisely
describes the relationship between o and (3, the results displayed in Section 5.1 show that
dW becomes more regular as « increases. This indicates that a higher value of o means a
more regular noise term and thus a more regular solution to the spde, i.e., a higher value of
« results in a higher value of (.

When o # I, we must rely on the information provided by numerical experiments.

Remark 2.3.3. dW(t) € Ly(Q, HY) with 8 € [0, + 1 — d/2) implies, in particular, that
dW is in Lo(Q, H™1). For o = I, we thus have that the noise term, o dW, is in Ly(Q, H™1).
This we need for the finite element method in order to be able to compute the inner product
of o dW and x, where x € S, C H}. As before, we cannot make such conclusions about o in
a general form.




Chapter 3

A Finite Element Solver

Here, we present a finite element method for our mathematical model and discuss issues con-
cerning the implementation of the method. The chapter is computationally oriented in the
sense that we derive and implement a numerical method without paying much attention to
existence and uniqueness of the solution to the spde, which was dealt with in Chapter 2. The
result is a general finite element solver for the spde. Before the solver is used in practice,
however, the validity of different versions of the model must be verified.

We begin the chapter by presenting an alternative version of the mathematical model in
(1.1). The model in Section 3.1 is equivalent to the model in (1.1), except that we add a
source term, f dt, to the right hand side of the equation. However, the model presented here
is more convenient when developing the finite element method, while the former version is
better suited for further theoretical work.

In Section 3.2, we derive the variational form of the spde and then present a finite element
method for the spde in a convex or polygonal domain in R%. We employ the backward Euler
method for the time stepping.

In the final section of the chapter, we discuss issues in connection with the implementation
of the finite element solver, mainly focusing on the computation of the noise term of the spde.
We go through the approximation of the noise term by quadrature and outline the construction
of the finite element solver. Here, we find it beneficial in terms of efficiency to distinguish
between cases when the spde has additive or multiplicative noise terms. Since we represent the
Wiener process in the spde in terms of its Fourier series, we need to compute the eigensystem
of the Laplacian operator on D. Thus, we devote a part of Section 3.3 to the discussion
on the computation or estimation of these eigenvalues and eigenfunctions in different spatial
domains. Finally, we go through some technical details concerning the implementation of the
solver, such as the computation language and speed of execution.

3.1 An alternative version of the mathematical model

Below, we will derive a finite element solver for the spde in (1.1) with the added source term
fdt, where f(t) € Ly(D). This model can formally be written as

d .
ditL—Au=f+aW, for 0 <t <T, withu=u’ift=0, (3.1)

11
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with W = dt . Since Wiener processes are not differentiable with respect to time, W does
not exist as a function of ¢ in the usual sense. Equation (3.1) must thus be interpreted in its
integral form.

We find it convenient to consider the terms u, o and W to be in different forms to what
was described in I-1V, i.e., all to be the following real valued functions,

' u:[0,T] xQ2xD— R, or (t,w,z) — u(t,w,z) (u(t,x) for short).
II'. W:[0,T] xQ2xD— R, or (t,w,z)— W(t,w,z) (W(tz) for short).
III’. Additive noise : ¢ :[0,7] x D x H — R, or (t,x, f) — o(t,z; f) (o(t,x) for short).

IV’. Multiplicative noise: o :[0,7] x Qx D x H — R, or (t,w,z, f) — o(t,w,z; ). In
particular, u(t) € H so we have (t,w,z,u(t)) — o(t,w,z;u(t)) (o(u(t,x)) for short).

In addition, the source term, f, is in the following form:
V. f:]0,T] x D — R, or (t,x) — f(t,z).
We find that, applying I'-V’, the model in equation (3.1) becomes

ou(t, x)

5 Au(t,x) = f(t,x) + UW(t,x), for 0 <t <T, with u(0,2)=1u°, (3.2)

where 0 = o(t,x) or 0 = o(t,z,u(t,z)). As before, we write the Wiener process, W, in terms

of its Fourier series,
Z 1/2¢ (3.3)

where v; > 0, e; and 3; are as described in Section 2.2. This is the model that we use to
derive the finite element method.

3.2 The finite element method

We will now present the finite element method for the mathematical model in (3.2). We start
by deriving the variational formulation, then the partition of the time and space domains and
finally we apply the backward Euler method to derive the numerical method.

3.2.1 Variational formulation

In order to derive the variational formulation of (3.2), we multiply the equation with a test
function v € Hj = {v : (|Jvll7, + ”V'UH%Q)% < 00, v = 0onI'} and integrate over D x I,
I =10,T], to obtain

//a (t, z)v d’fd”//Wtw)Vv( ) da dt

:/[/Df(t,x) d:cdt+// o(t,z,u(t,z))W(t,z)dzdt, Yve Hi. .
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If we let W (t,z) be as in equation (2.1) above, the stochastic integral in (3.4) is defined as
— 1/2
Z’yj // v(x)o(t,z,u(t,x))e;(x) dx dp;(t).
= 1JD

Applying the above definition, the variational formulation of the problem will be as follows.
We seek u € H} x I such that

/I/Dgtu(t,x)v(x)dxdt+/I/DVu(t,x)V’U(x)dxdt:/I/Df(t’x)v(w)dxdt

= (3.5)
12 v(z)o(t,z,u(t,z))e;(x) dx dp; v L
t2 | [ o@ettautte @ drdsy o). voe

3.2.2 Partitioning of the time and space domains

The discretization of the spde is based on a partitioning of the time and space domains. Here,
we restrict the spatial domain to be a convex or polygonal domain in R?.

The time partition is obtained by dividing the time interval I = [0,7] into N subintervals
O=tg<ti < ---<ty=T.

We denote I, = (tp—1,t,) and let ky, = t, — t,—1 and k = maxo<p<n kn.-

When partitioning the spatial domain, we start by assuming that D is a polygonal domain
in R? and let 7;, = { K} be a subdivision of D into closed triangles, which are such that a vertex
of a triangle cannot lie on the edge of another triangle. 7, is then called a triangulation of D
and we have D = | KeT,- Furthermore, the interior vertices of the triangulation are denoted

as {Pj}JM:hl, where Mj, is the total number of vertices. The size of a triangle K € 7}, is measured
by the length of its largest side (diameter of K'), denoted hg, and we let h = maxge7, hi.
We note that if the boundary I' of D is not polygonal, a triangulation of the above type
will not fit D exactly. However, if D is convex it is possible to triangulate the domain such
that the union Dy, of the triangles still approximates D, i.e. such that the set D\D}, of points
in D not covered by the triangulation has a width of order O(h?). Nothing is lost by this
approximation when the finite element space consists of piecewise linear functions, but for
piecewise polynomials of a higher degree the situation is more problematic. (See [7]).

We now define the finite element space Sy, consisting of continuous, piecewise linear
functions on 7}, vanishing on I,

S, = {v € C(D) : v is linear on each K € T, v =0 on I'}.

In particular, we have that Sj, C H&. The requirement that a function v € S, is linear on each
triangle clearly implies that v is uniquely determined by its function values on the vertices of
the triangulation. The set of tent functions {‘I’z}i\i}i C Sh,

T
@i(zaj):{é i (3.6)
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forms a basis for S},

A finite element approximation uy, of the solution u to the spde in (3.2) is thus a function
on Sy x I.

3.2.3 The numerical method

We discretize in time by using the backward Euler, or implicit Euler, method. This is obtained
by letting u" € H& be the approximation of u(t,-) at time ¢ = ¢,, and the time derivative
Su(t,x) is approximated by k,!(u™ —u"~1). The time discretized problem is thus to find
u" := u(t,,-) € HE, such that

" " = [ " Ya2)v(z)dz + ky, "(e)o(z) de
/Du (a:)v(a:)dx—i—kn/DVu (yc)Vv(x)daz—/D (@)o(z) do + & /Df (@)o() d
‘1‘2 1/2 (B;(tn) ﬂj(tnl))/pv(l‘)d(tn1,IL‘,un_1)€j(£L') dx, Yve H},

where f” € H is an approximation of f(t,-) at time ¢ = t,,. Note, that in obtaining the time
discretized problem we have truncated the sum in equation (3.5) to J terms. In Yan [11], it
is proved that when o = I, it is sufficient to take J = M}. However, no proof is provided for
other values of o. In our numerical experiments we let J = Mj,.

Further, discretizing in space, we seek the approximation in the finite element space Sj,
instead of in H}. The fully discrete method is then to find U™ := U(t,, ) € Sy, such that

/ U™ (@)x(@) da + kn / VU™ () Vx(z) de
D D

_ =1\ () dx "(z)x(z) dx
_/DU (z)x(z)d +kzn/Df()x(>d (3.7)
+Z 1/2 (B(tn) ﬁj(tn_l))/Dx(x)g(tn_l,x,[]"_l)ej(x) dr, Vx € Sh.

Finally, we want to write equation (3.7) in matrix form. Since U" € S}, we can write U™ in
terms of the basis {@k}lﬁ/ﬁl in (3.6) as

My,
= Z@ﬂ@(:c), (38)

where &' = £"(F;). Inserting (3.8) into (3.7) and taking x = @,k =1,..., M}, our problem
can be stated as follows: Find the coefficients £, such that

Zfz/ )®4(2) di + ky Z@/Vfb )Ty (x) da

—Zf“ 1/ 2)®4(x) d + ki, /f Py () da (3.9)

+Z V23 B}”)/% <n1,x25” 1o, (x ) i (x) de,
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for k=1,..., M. We let ¢; denote the nodal values of the initial approximation u%, ©;(0) =
©j, 7 =1,..., Mp. In matrix notation, equation (3.9) becomes

BE" + kA" = BE" L 4 ke, F+ W — WL forn>1, and &0 =g, (3.10)

where B = (bj,) is the mass matrix with elements b, = [, ®;®y dz, A = (a;;) is the stiffness
matrix with elements a;;, = fD Vo,V dx, F = (fi) is the load vector with elements f =
Jp [ @ dx, £ is the vector of unknowns &' and the vector W™ — Wn=1 = (wy) contains the
elements

J My
wy, = Z’Y;/z(ﬂ? ) /D(bk(x)a <tn—1,$725?_1¢’i($)) ej(x) dz. (3.11)
= i=1

3.3 Implementation of the method

In order to implement a solver for the spde in equation (3.2), the vectors and matrices in
equation (3.10) must be computed or approximated. Since a large part of this implementation
is standard in finite element work, such as the computation of the stiffness and mass matrices,
we do not provide details here.

It is necessary, however, to cover the implementation of the vector W™ — W™~ more
thoroughly. This includes a derivation of how the vector is approximated by using quadrature
(Subsection 3.3.1). Also, we provide an algorithm which describes the assembly of the vector.

In Subsection 3.3.2, we discuss the computation of the eigenvalues and eigenvectors of
the Laplacian operator on D. Our numerical work in Chapters 4 and 5 is performed in
rectangular domains in R?, for which we have analytical formulas for the eigensystem of the
Laplacian operator. However, for most other domains, some estimation procedure must be
used. Although we do not cover the estimation in detail, we outline a finite element approach
for the estimation of the eigensystem of the Laplacian in general domains and highlight some
of the problems that materialize in connection with it.

In Subsection 3.3.3, we outline the construction of the spde solver, and in Subsection 3.3.4
we present some technical details concerning our implementation of the solver.

3.3.1 Approximating W" — W"~! using vertex quadrature

In order to compute a finite element solution to the spde, we must find an approximation to
the vector W™ — Wn"~1. The elements of the vector, wy, are given in (3.11). For convenience,

we define
My,
Ik = / (I)k(l‘)O' (tn1,$,26?1q3i($)) 6]'(56) dCC
D i=1

To approximate the integral 7, we use the so-called vertex quadrature, i.e., integrating the
function g over a triangle K, the quadrature formula is

K]
/Kgdx Sy Zg(le), (3.12)
=1
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where |K| is the area of K and a:lK are the corner nodes of the triangle. Applying the above
quadrature formula, we get

M,
Iy = Z /}(@k(x)a <tn1,x,Z£?1(I>i(:z:)> ej(x) dm]

KeTp, L
Mp,
~ Y za<tn e L6 ) ey >/<I>k<>d].
ren L3 K

From the way the functions {®;} are constructed, we know that ®;(x) = 0 on a triangle K,
unless the point Py is a corner point of the triangle, i.e., P, = JJZK with [ € {1,2,3}. Thus,
if P is not a corner point of the triangle, we get [} ®(z)dx = 0 and the triangle makes no
contribution to Z;. We now define a subset Thk of 75, such that if P is a corner node of K,
then K € ’Thk This gives us

My,
-y za (tnl,acz(,zg?l@(xaa) k).
=1

KeTk

Noting that we also have that ®;(Px) = 0 if ¢ # k and ®;(P;) = 1 if ¢ = k gives us

3
K _
-y 'z e €5 s (),

KeTk

where 6?{11 with [ € {1,2,3}, stands for £"~! in the corner points of the triangle K. This
leaves us with

J

K3
wy = Z UZ a(tnfl,zl;(,f?{,fll)z:ﬁ/z(ﬁn—ﬂ”_l)ej(le,) . (3.13)

KeTF © 1=1 j=1

Algorithm for the assembly of W™ — W"~!

We note that the elements w in equation (3.13) depend on "', i.e., on the finite element
solution at the previous time step. Therefore, the vector W™ — W™~ must be computed in
each time step when the noise term o is multiplicative, i.e., 0 = o(z,t,u). However, when the
noise term is additive, i.e., 0 = o(x,t), w is independent of £"~!, which allows for a one-time
assembly of the vector. This significantly reduces the run time of the solver, as we will see in
Section 3.3.4.

In Algorithm 1 below, we outline the assembly of the vector W — W"~! when the noise
term is multiplicative. Note that instead of focusing on each element in the vector at a time
like in equation (3.13), we look at the contribution of each triangle to the vector elements.

3.3.2 Eigenvalues and eigenfunctions of the Laplacian in a domain D

As we have briefly mentioned, since the Wiener process in (3.2) is written in terms of its
Fourier series, it becomes necessary to compute the eigenvalues and eigenfunctions of the
Laplacian operator A on D. The reason is that the quantities v; and ej(z) are needed
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Algorithm 1 — Assembly of W"- W™!

n

Input parameters: time point, t"'; fem solution at t"', u™'; eigenvalues, gamma;;
eigenfunctions of Q, e;, Brownian increments at time t"; mesh data.

Output: The assembled vector, W.

INITIALIZATION
begin

initialize matrix for data storage, W

obtain information on number of triangles and node points in mesh
end

LOOP OVER TRIANGLES IN MESH

for each triangle do

find corner points of triangle, [c; ¢, c;]

calculate triangle area, triSize

find solution at previous time point in corner coordinates, [u; u, us]
evaluate sigma in corner coordinates at time t,; and u,_, [S; S, S3]
find eigenfunctions at corner nodes, [e; e, €;]

compute contribution of the triangle to W"~ W™

tmp, = s, * sum(gamma’” * ¢, * dB)
tmp, = s, * sum(gamma’” * e, * dB)
tmp; = s; * sum(gamma’” * e; * dB)

W(c)) = W(c,) + triSize/9 * (tmp, + tmp, + tmps)
W(c,y) = W(cy) + triSize/9 * (tmp, + tmp, + tmps)
W(cs) = W(cs) + triSize/9 * (tmp, + tmp, + tmps)

end
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in order to compute the quadrature in (3.13), where {v;,e;(x)} is the eigensystem for the
covariance operator of the Wiener process, and v; = )\;a, a € R, where {)\;,ej(x)} is the
eigensystem for the Laplacian. As a consequence, the eigensystem of the Laplacian on D
must be known in advance, or must be possible to estimate.

Rectangular domains in R?

All the numerical experiments in this thesis are done in rectangular domains in R?, D =
(a,b) x (¢,d), on which we have the following analytical formulas for the eigenvalues and
eigenfunctions of the Laplacian,

m? 12
Aml = <(b —E T C)2> 2, (3.14)

and
2

emi(2,y) = (ErI(ET sin (;mfl) sin (dl”yc> , (3.15)

respectively. Since the eigenvalues and eigenfunctions in (3.13) are given by a single index,
while the equations above use a double index, the correspondence between the equations must
be clarified. We have that A; are computed by using equation (3.14), but that the eigenvalues
are ordered by increasing size, including multiple eigenvalues. The eigenfunction, e;(z), is
computed using the indices m and [ corresponding to j.

It can be shown that

47y

(b—a)(d—c) (3.16)

is an adequate approximation to A; for large j. Also, since every domain in R? contains a
square and is contained in one, we have c¢j < A\; < Cj. The corresponding inequality in R is

e/ <\ < e (3.17)

see, e.g., Larsson and Thomée [7]. Although we use the analytical formulas (3.14) and (3.15)
in our calculations, the above approximations of the eigenvalues can be useful in theoretical
work.

The graph on the left hand side in Figure 3.1 displays the 1200 smallest eigenvalues of
the Laplacian on the unit square, precisely calculated and using the approximation in (3.16).
The plot on the right hand side shows the logarithm of the relative difference between the
precise and approximate values. We can see that as the eigenvalues grow in size, the relative
difference decreases.

Figure 3.2 shows a few eigenfunctions of the Laplacian on the unit square, calculated using
(3.15). We note that the oscillations increase with the index j.

General bounded domains in R?

It is clear that the use of precise eigenvalues and eigenfunctions of the Laplacian greatly
restricts the choice of spatial domains that the spde can be solved in. Therefore, it is desirable
to develop a procedure to estimate the eigensystem of the Laplacian in a general bounded
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Figure 3.1: Left: 1200 precise and approximate eigenvalues of the Laplacian operator on the
unit square. Right: log of the relative difference between the precise eigenvalues and the
approximate eigenvalues of the Laplacian.

Figure 3.2: Eigenfunctions, e;(z), of the Laplacian operator on the unit square. Top left:
eq(x), top right: e15(x), bottom left: es;(z), bottom right: eg7(x).




3.3. Implementation of the method 20

domain in R?. Although we do not go into much detail here, we outline an estimation
procedure based on the finite element method. It requires us to solve the eigenvalue problem,

—Au = Au in D, with u =0 on I'. (3.18)

We apply the finite element method to solve the above problem, using the spatial discretization
described in Section 3.2.2. The discrete problem corresponding to (3.18) is then as follows.
We seek uy, € Sy, and A\, € R such that

/ VupVydx = )\h/ upxdr  Vx € S. (3.19)
D D

Equation (3.19) can be written in matrix form as the following generalized eigenvalue problem,
AU = \,BU, (3.20)

where the matrix A is the stiffness matrix and B the mass matrix. Since A is self-adjoint,
the eigenvalue problem has positive eigenvalues {)‘mh}ﬁ/[:hl and orthonormal eigenfunctions
{en,h}fﬁl- Also, the eigenfunctions are the stationary points, u,, of the Rayleigh quotient

Vv -Voudx
R(v) = fode
D

with corresponding eigenvalues A\, = R(uy). This allows for the derivation of the following
upper bound for the discretization error of the computed eigenvalues,

0 < Aus — Ay < ONER2E=D), (3.21)
where k — 1 is the polynomial degree of the finite element shape functions. (See [3]).

We make three important observations from the a priori error estimate in equation (3.21).
Firstly, the accuracy of the estimated eigenvalues improves as we use finite elements of a
higher degree. However, this improved accuracy comes at the cost of more storage space and
memory requirements.

Secondly, we obtain better approximations of the eigenvalues for finer triangulation meshes,
i.e., the error decreases as the mesh parameter h gets smaller. This behavior is shown in Fig-
ure 3.3, which shows 469 precise eigenvalues as well as the same number of approximated
eigenvalues computed on 4 different mesh sizes. The approximation is clearly least accurate
for the coarsest mesh, with h = 274, which contains exactly 469 mesh points. However, for
the finest mesh, h = 277, the approximation is quite good.

Thirdly, for a given triangulation, the accuracy of higher eigenvalues deteriorates at the
rate \¥, or at the rate ), fore linear finite elements. This, can be observed from Figure 3.4,
which displays the logarithm of the relative discretization error. For the accurate computation
of a large number of eigenvalues, we thus need a much finer discretization mesh, compared
with the case when only a few eigenvalues are needed.

As the above figures indicate, it is important to evaluate the quality of the computed
eigenvalues before they are used in practice. This can be done by solving the eigenvalue
problem on a hierarchy of refined discretizations until the predicted asymptotic behavior,
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Figure 3.3: A comparison between 469 precise and approximate eigenvalues of the Laplacian.
The approximations are computed on 4 different mesh sizes, using the finite element method
of degree one.
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Figure 3.4: Logarithm of the relative discretization error of the eigenvalues, computed by
using 4 different mesh sizes.
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according to the a priori error estimate (3.21), is detected. We do not go into details about
this procedure here, but refer to Heuveline [3] and references therein for further information.
Moreover, Heuveline [3] describes a computation process for the eigenvalue estimation of self-
adjoint elliptic operators that is built on the Lanczos and multigrid methods. This procedure
allows for an efficient computation of a very large number of eigenvalues, and allows, e.g., the
consideration of complex geometries.

As a final point, it is interesting to contemplate how the above method would work for
our problem. That is, could we apply this method to generate approximate eigenvalues and
eigenvectors that we could use to solve the spde in (3.2)? Our results indicate that the method
could be used when we want to solve the spde on a coarse mesh, e.g., with h = 274, at least
when D is the unit square. However, we may run into trouble when considering finer meshes,
since we would then require more eigenvalues. For example, in order to solve the spde on the
unit square on a uniform mesh with h = 275, we need at least M} = 7132 eigenvalues of the
Laplacian. The solution could be to use a finite element method of a higher degree, but this
is problem dependent and may also depend on the geometry of the domain.

3.3.3 Implementation of the solver

When all the calculation routines for the matrices in equation (3.10) have been implemented,
the spde solver can be constructed. Before we present an algorithm for the solver, it is worth
keeping the following points in mind, which concern our method of implementation.

1. The solver allows us to compute the finite element solution for several different partitions
of the time interval at the same time. However, the length of the time step of a particular
partition must be an integer multiple of the basic time step.

2. The parameter « controls the regularity of the Wiener process and thus of the solution.
As we saw in Chapter 2, a € (0,00) guarantees existence and uniqueness of a solution
for the spde in R? with o = I.

3. The random number generation for the Brownian increments is performed in the solver.
Also the computation of the eigenvalues of ) and eigenvectors at the mesh points. These
are then sent as inputs into the function that assembles the vector W — Wn—1,

4. Note that this algorithm does not restrict us to rectangular domains in R?. That re-
striction is implemented in the function that computes the eigenvalues of the Laplacian.

5. The user input parameter NOISE can take on the values ’add’ or 'mult’. If we have
NOISE="mult’ we need to assemble the W™ — W™~ vector for each time point and for
each of the different partitions of the time interval. The reason is that the vector depends
on the finite element solution at the previous time point. However, if NOISE=’add’, we
only need to assemble the vector once for each of the different time partitions.

An outline for the implementation of the finite element solver is given in Algorithm 2
below.
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Algorithm 2 - The solver:

Input parameters: alfa, initial time point — to, final time point — T, approximation
of fem solution at to — uo, data on different time steps, mesh data,

NOISE (additive or multiplicative).

Output: The finite element solution at time T for each of the different time steps.

Look for errors in input data
Assemble stiffness- and mass matrices — call the user defined function Assemble

INITIALIZATION

begin
initialize matrices for data storage
find how many different time steps we are looking at
find the number of time intervals for each time step
compute the length of the basic time step

end

RANDOM NUMBER GENERATION

begin
create J paths of Brownian increments for the basic timestep — dB
compute the corresponding Brownian paths - B

end

compute eigenvalues of the Laplacian on the space mesh specified by the
mesh data — call the user defined function Eigen

compute eigenvalues of Q (covariance operator of the Wiener process)

compute eigenfunctions in the mesh points

LOOP OVER DIFFERENT TIME STEPS
for each timestep do
compute the length of the current time step
compute the Brownian increments for this particular time step - dB_step
if noise is additive do
Assemble the W-vector — call the function Assemble W _add

end
TIME LOOP

for each timestep do
if noise is additive do
Assemble the W-vector — call Assemble W_mult
end

compute the fem solution at the current time point

end
end
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3.3.4 Implementation details

The code used to implement the finite element solver is solely written in Matlab. The main
advantage of Matlab is ease of use; it provides a good working environment which makes for
fast code development time. A significant drawback of using Matlab is the execution time of
the code. Since the computation process involves several iterations, especially in the case of
the multiplicative solver, it would be desirable to employ another computer language, such
as C++ or Fortran. However, an implementation in Matlab is often a useful first step in the
development process. The solution can then be transported into other working environments
if greater efficiency is required.

In the table below we show the execution times in seconds for the finite element solver,
using space- and time meshes of different size. On the left, the solver is run on the spde
with a multiplicative noise term and on the right, the spde has an additive noise term. The
simulations are run on a dual Opteron machine. See

http://www.math.chalmers.se/ kf99crch/Brummelisa/

for further information on software and hardware.

Time Space - h Time Space - h

k 276 279 24 23 k 26 275 274 273
2-11 [ 24549.02 1560.73 195.44 34.65 2-11 11 2593.30 179.68 27.83 5.80
2-10 1112218.13  757.81 93.64 16.32 2710 11 1173.68 77.38 10.52 1.82
279 5983.64 376.24 4549  7.89 279 741.30 37.04 450 0.57
28 3069.28  187.75 22.59  3.86 28 373.38  19.67 2.04 0.25
2-7 1602.91 94.46  11.28 1.93 27 204.66 11.61 0.92 0.15
26 774.95 47.83 5.79  0.99 26 121.63 6.01 0.61 0.11
279 414.07 24.56 297  0.51 275 85.20 3.79  0.47 0.07
24 207.31 13.02 1.57 0.27 24 59.42 3.25 041 -
23 117.52 7.19 0.87 0.15 273 42.77 294 036 -
272 66.34 4.37 0.53  0.10 272 39.08 277 036 -
2-1 42.72 2.91 0.35  0.05 21 8.25 2.65 0.35 -

Table 3.1: Run times of the finite element solver (in seconds) for different sizes of time and
space meshes. Left: spde with a multiplicative noise term. Right: spde with an additive noise
term.

As is clear from the table, the run times differ greatly depending on whether the spde
has a multiplicative or an additive noise term. In the latter case, the running times are quite
acceptable and it will be possible to carry out simulations for all the time- and space meshes
above. However, when the noise term is multiplicative, the running time of a single simulation
for the smallest time and space meshes with h = 275 and k = 27! is almost 7 hours. Keeping
in mind that very many simulations are needed to obtain a result, the execution time of the
code will most certainly be a restricting factor for the numerical simulations.




Chapter 4

The Numerical Experiments and
Expected Results

In the previous two chapters, we drew up the theoretical framework of the thesis and derived
a method to compute a numerical solution to the spde in (1.1). Here, we put theory into
practice and present some numerical experiments. A major purpose of numerical experiments
in general is to gain insight into mathematical theory, to visualize the behavior of the mathe-
matical model and to discover how its solution is affected by changes to the model parameters.
Moreover, numerical tests can be used to verify mathematical theorems, e.g., on error bounds.
When theoretical estimates do not exist, numerical experiments can give an idea about the
magnitude of the error.

The main purpose of the numerical experiments presented in this thesis is to examine the
convergence behavior of the numerical method, i.e., how the convergence rate depends on the
parameters of the mathematical model. In particular, we examine how the regularity of the
Wiener process affects the convergence of the numerical solution and how the convergence
depends on the form of the operator o.

Another important purpose of the numerical experiments is to verify theoretical error
estimates. Here, we compare our results on strong convergence of the numerical method to
error bounds presented in Theorems 1.1 and 1.2 in Yan [11]. We also examine the weak
convergence rate of the method.

We split the discussion on the numerical experiments into two separate chapters. In this
chapter, we present a description of the setup of the experiments and their expected results,
while in Chapter 5 we put forward the actual results of our experiments and compare them
to the expected results. In Chapter 5, we also examine how individual solutions to the model
are dependent on the model parameters.

The layout of this chapter is as follows. We begin, in Section 4.1, by a discussion on
convergence, where we define the concepts of weak and strong convergence. Also, we put
forward a procedure for the computation of the convergence rate. In Section 4.2, we specify
the mathematical model and provide a description of the experiments. Finally, in Section 4.3
we present the expected results of the experiments, according to the available theoretical error
estimates.
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4.1 The notion of convergence

In the numerical experiments below, we examine the convergence of the numerical method. In
other words, the convergence of the finite element solution to the true solution as the time step,
k = At, gets smaller. We begin by presenting two convergence concepts, strong- and weak
convergence, in Subsection 4.1.1. Then, in Subsection 4.1.2, we describe the computational
procedure for strong and weak convergence that is used in the numerical experiments. Here,
we also discuss some error sources in connection with the computation.

4.1.1 Strong and weak convergence

In some of the experiments below, we want to examine whether the finite element solution
converges to the true solution as the time step, k, gets smaller. In order to make the notion
of convergence precise, we must decide how to measure the difference between two random
variables, X7 and X7, at time ¢t = t". Using E| X} — X7|, where E stands for expected value,
leads to the concept of strong convergence. A method is said to have strong convergence
of order § if there exists a constant C' such that

= E|X} — X} < Ck°, (4.1)

k .

estrong .

for a fixed time, t = t,, € [0,T] with k sufficiently small. In our numerical experiments we

concentrate on the error at the endpoint of the time interval, ¢ = T'. If we assume approximate
equality in equation (4.1) and take logarithms, we get

log e® ~logC + dlogk. (4.2)

strong

Plotting the errors on a log-log scale against k should give us a line with slope d, where § can
be found by a least squares fit.

The strong rate of convergence measures the rate of how the mean of the errors decreases
as k — 0. Another, and less demanding, alternative is to measure the decay of the error of
the means. This results in the concept of weak convergence. A method is said to have
weak convergence of order ¢§ if

Cear, = [ED(XT) — Ep(X3)| < CK’, (4.3)

weak *

for a fixed time, t = ¢, € [0,7], with k sufficiently small and for all p in a large class of
functions, which must fulfill some smoothness and growth conditions.

4.1.2 Computation of strong and weak convergence

We use the same basic procedure for the computation of strong and weak convergence. We
fix a small space step, h, and a sequence of different time steps, k;, where ¢ = 1,..., N. We
carry out M simulations, denoted by w;, with j =1,..., M, and compute the finite element
solution for each simulation and for each of the N time steps. For a given time step, k;, the
finite element solution at time t,, for simulation j is denoted U™ (wj;). Analogously, u"(w;) is
the true solution at time t,, for simulation j.

We note that since the true solution to the spde is a random process, the true solution is
not explicitly known and must be approximated. Here, we take the ”true” solution to be the
finite element solution computed on a very fine space and time grid.
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Computation of strong convergence

We want to compute strong convergence in the H-norm, where H = Lo. That is, explore how
the norm of the error,

n n n n 1 2
U™ = | gy = (BIU™ —u(2)'2,

depends on the length of the time step, k. Here, U" is the finite element approximation at
time t,, and u" is the true solution to the spde at time ¢,,. In other words, we examine if and
how the finite element approximation approaches the true solution as the length of the time
step decreases.

In order to find (E||U"™ — u"||?)'/? we take the average over all the M simulations for a
given time step k;, i.e.,

1/2
M
1 1/2
Sth) = | 52 U™ w) — w2 |~ (BJU" — "),
j=1
We compute S(k;) for all the time steps k;, where i = 1,..., N.
Let us now demonstrate how to compute ||[U"(w;) —u"(w;)|| for a given simulation, w;, and

a given time step, k;. Just as when we were computing the vector W — W"~! in Section 3.3,
we use vertex quadrature. We get

U™ — | = /D (U — u")de

= Z /K(U”u")2dx (4.4)

KeTy,
K 3
~ Y uZ(U”(xIK)—u”(le))Q.
KeTy, =1

The contribution of each triangle in the space mesh to the squared Ls-norm of the error is
thus the average of the squared difference between the true solution and the finite element
approximation in the corner points of the triangle, multiplied by the area of the triangle in
question.

Computation of weak convergence

In order to assess the rate of weak convergence of the numerical method, we examine how the
estimate

[Ep(U™) — Ep(u")],

where U™ and u™ are the finite element approximation and the true solution to the spde at
time t,, respectively, depends on the length of the time step, k.

Below, we examine four different functions, p. The first two, p; and ps, are in the form
H — R, with p;(v) = ||v]|z and pa(v) = |[v||%, for all v € H. Here, we have H = Ly(D).
We thus want to evaluate }E||U"Hl - E||u”||l’7 where | = 1,2 depending on whether we are
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evaluating p; or pa. In order to find E||U™||!, we compute the Ly norm of the finite element
solution for all the M simulations and take the average, i.e.,

| M
E|U"| ~ MZHU"(%‘)HZ
j=1

The other two functions, ps and p4, are in the form H — R, with p3(v) = v(zg) and
pa(v) = v(xp)?, for all v € H and 9 € D. As before, we have that H = Ly(D) and we want
to evaluate ‘EUTL(ZL'())Z - Eu"(a:g)l‘, where | = 1,2 depending on whether we are evaluating
p3 or pg. In order to find EU ”(mo)l, we take the average over all the M simulations of the
finite element solutions at the point zg, i.e.,

M
1
EUn(CC())l ~ M E U]n(330)l ’
Jj=1

where Uj”(xo) is the finite element solution for the j-th simulation, w;, at the point x¢ and at
time t = t,.

Computational errors

There are a number of errors involved in the above computation of strong convergence, in-
cluding the following:

e Sampling error: arising from the approximation of expected value by a sampled
average.

¢ Random number bias: errors in random number generators.
e Rounding error: errors in rounding off floating point numbers.
e Quadrature error: error of approximating integrals by quadrature formulas.

Out of the first three above, sampling error is typically the most significant. Therefore, care
must be taken to perform sufficiently many simulations so that the predicted rate of con-
vergence is observable. The sampling error decays like 1/ VM, where M is the number of
sampling points used, see, e.g., Higham [4].

We do not know the full importance of quadrature error. For a smooth function, f € H?,
the quadrature error is approximately

B[\l gs,  with s <2, (4.5)

for the vertex quadrature. Since dW is not a smooth function, we expect the quadrature
error to be larger in our case. In fact, we have dIWW € H?~! which would, as a worst case
scenario, give us a quadrature error of magnitude h”~1||dW | ;5-1. However, the smoothing
effect of the numerical method must be taken into account and thus we expect the error to be
somewhat smaller. In any case, we suspect that quadrature error is an important error source,
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which can greatly affect our results and consequently the convergence rate of the numerical
method.

A suggested extension to the work done here is to derive an estimate of the quadrature
error and to find and implement ways to compensate for it. We note, that using a more pre-
cise quadrature method should not have any effect here, since it will only increase s in (4.5).
This has no effect, since s is an upper bound that does not come into play in the stochastic
case.

Since the run time of the solver is a major limiting factor in our numerical experiments,
we must seek to obtain a balance between the number of simulations, M, and the mesh size,
h. However, it should be clear that the error sources discussed above can prevent us from
observing the expected convergence rate of the numerical method.

4.2 Setup of the numerical experiments

The main purpose of the numerical experiments is to examine the convergence rate of the
numerical method. In particular, the relationship between the rate of convergence and the
regularity of the Wiener process, W, which in turn depends on the parameters a and [, as
discussed in Chapter 2. It is also of special interest to compare the numerical results to the
theoretical error bounds, proved in Yan [11], for different forms of the operator o.

Below, we present the mathematical model that we use for the numerical experiments and
describe the experiments that we performe.

4.2.1 The model for the numerical experiments

The numerical experiments are performed on the model in equation (3.2), with the function
f in the form
f(x,t) = 2(87% — 1)e " sin(27rx1 ) sin(2729),

where z = (11,22) € D, D is the unit square in R?, and ¢ € [0,1]. Furthermore, we have
u(z,0) = 2sin(27z ) sin(27ze) and u(0,t) = 0.

The true solution to the deterministic version of the model is given by
u(z,t) = 2¢ " sin(2mzy) sin(272s),

and is displayed in Figure 4.1 at time ¢ = 1.

4.2.2 An outline of the numerical experiments

The main aim of the numerical experiments is to examine the rate of strong and weak con-
vergence of the numerical method. In particular, how the rate of convergence is related to
the parameters of the noise term, «, 8, and o.

Although the finite element solver is built to handle all forms of the operator o, our ex-
periments concentrate mainly on the case when o = I. Partly, the reason is that most of the
theoretical conclusions in Chapter 2 apply only when ¢ = I. The main reason is, however,
that we are not able to establish the convergence rate of the numerical method in this case.
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The deterministic solution

Figure 4.1: The true solution to the deterministic version of the model at time t = 1

Since this is the simplest version of the model, we believe it to be more important to try to
discover why we do not obtain the predicted convergence rates than to perform simulations
for other versions of the operator o.

In our main numerical experiment, we compute the rate of strong and weak convergence
of the numerical method for the following six different values of a: @ =0, @« = 0.5, a = 1,
a =15 a=2, and a = 4. Due to the lengthy run time of the finite element solver, displayed
in Table 3.1, we let the space step be h = 27°. We examine the time steps, k; = 2%, with
1 =1,...,8. The “true” solution is the finite element solution computed on the same space
grid as before, but with the time step, k = 27, We perform N = 1000 simulations.

In an attempt to assess if and how our results are affected by the mesh size, we run an
experiment on a finer mesh with h = 276, for a = 1. Here, we also perform 1000 simulations.

Finally, we perform an experiment with o = ||z||, for « = 0 and « = 1, with N = 1000,
h =275, and k; as above. Here, we concentrate on computing the rate of strong convergence
for the method.

4.3 Expected results

When predicting the rate of strong convergence in the H-norm, we use the following error
estimates, which are in accordance to Theorems 1.1 and 1.2 in Yan [11].

Theorem 4.3.1. Let U™ and u™ be solutions of (5.7) and (1.1), respectively. Assume that
o and Q satisfy (i) and (ii’). Assume that ug € La(Q; HP). Then there ewists a constant
C = C(T) such that, for t, € [0,T] and 0 < v < 3,

1U™ = | Lty < COV2 + 1) (uuonwm) + sup ||u<s>||L2m;H)) .46
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When o = I, the following error estimation applies,

Theorem 4.3.2. Let U™ and u™ be solutions of (5.7) and (1.1), respectively. Assume that
o(-) = I. Further assume that ug € Lo(; H?), 8 > 0. If || AP=D/2Q12| yg < oo for some
B >0, then we have

10" = 4l ) < K2+ 8%) (Ilwoll sy + IAPD2QY2s) . (47)

We do not have any theoretical results to build on for the weak convergence rate. Our
predicted convergence rate will in this case build on an educated guess.

4.3.1 Expected strong convergence rates

When o = I, Theorem 4.3.2 should apply. This implies that the order of strong convergence
of our method should be around O(k?/? + hP). If h is sufficiently small, such that the error
estimates are dominated by k, the predicted rate of convergence should be O(kﬁ/ 2). This

gives us
2
S(ki) ( ki )ﬂ/ _ 982,
S(kit1) ki1
or if we want to compute 3, we have
2 S(ki)
6= log < . 4.8
log 2 S(kiy1) (48)

An alternative way of computing the convergence rate in the case when the convergence rate
is dominated by k, is by using equation (4.2), i.e., plotting the errors, S(k), against k on a
log-log scale and estimating the slope of the line using least squares.

In order for the condition [ A®~D/2QY/2||us < oo to apply, 3 must be in the interval
[0, 4+ 1 —d/2), which reduces to 5 € [0,a) when d = 2. We note, however, that the strong
convergence rate of the Euler method for the deterministic model is O(k), which is equivalent
to B = 2. Since the convergence rate of the Euler method for the stochastic model cannot
be higher than the convergence rate for the deterministic model, this limits 8 to the interval
[0, min(2, «)). Therefore, the error estimate in Theorem 4.3.2 must be valid for all values of
B in the interval [0, min(2, «)), f = min(2, ) in particular. This means that the convergence
rate of our method should be close to O(k™n(1.2/2)),

As we have stated, we examine strong convergence of the method for six different values
of a. The expected convergence rates are as follows:

e o = 0 : Here, we have time-space white noise with T7(Q) = co. For || AP~D/2Q1/?||ug <
oo to apply, we must have 3 € [O, min(2,1 — d/ 2)), which is clearly only valid when
d = 1. Thus, we expect neither of the error estimates in Theorems 4.3.1 or 4.3.2 to
apply.
We are, however, interested in examining whether the theory is consistent with our
numerical experiments in the case where d = 2, which is right on the boundary of
giving some convergence. We must also note that the condition | AP~D/2Q1/2||g < oo
is a sufficient condition for existence and uniqueness of a mild solution and is used in
the proofs of the error estimates, while a weaker condition might in fact be enough in
order to obtain some convergence.




4.3. Expected results 32

e a=0.5: When a = 0.5, the Wiener process is not of trace class.* Nevertheless, we
expect the error estimate in Theorem to apply, since we have || AB~1/2Q1/2|ug < oo for

B € [0,0.5). This means that the expected convergence rate of the numerical method is
0 ( k 0.25 ) .

e o =1: For @ = 1, the Wiener process is on the verge of being of trace class, when
d = 2. Here, condition (ii’) applies for § € [0,1) and we thus expect a convergence rate
of O(k"%).

e a=1.5: When a = 1.5, condition (ii’) applies for 5 € [0,1.5) and the expected conver-
gence rate is O(k? 7).

e o =2 and o = 4 : In this case, the upper limit of § < 2 applies and we get an expected
convergence rate of O(k?).

As we discussed in chapter 2, we have not been able to confirm whether the conditions (i)
and (ii’) apply when o is not in the form o = I. However, in our experiment with o = ||z||,
o is a reasonably well behaved function and we would therefore expect the error estimate in
Theorem 4.3.1 to apply. The expected convergence rate of the numerical method will then
be O(k‘min“’“/ 2)), for sufficiently small h such as the error estimates are dominated by k.

4.3.2 Expected weak convergence rates

As we stated above, we do not have any theoretical results regarding the weak convergence
rate of the numerical method. If we want to form an idea in advance on the expected
convergence rate, we must thus make an educated guess. We guess that the weak convergence
rate of the method is O(k™(2:%) 1 p28) or O(k™in(2:%)) for sufficiently small h such as the
error estimates are dominated by k. This guess is built on intuition and prior experience of
stochastic ordinary differential equations.

*As seen in Section 2.2, a > 1 is required for the Wiener process to be of trace class if d = 2.




Chapter 5

Results of Numerical Experiments

In this chapter, we present and discuss the results of the numerical experiments described
in Chapter 4. It is fair to say that this is one of the most interesting parts of the thesis,
since we will discover whether the numerical method conforms to the theoretical convergence
estimates. That is, whether the setup that is described in this thesis works in practise.

Although the main purpose of this chapter is to present the results of the numerical ex-
periments, it is of interest to examine some individual solutions to the spde. This provides
additional insight into the mathematical model, since it highlights the relationship between
the parameters of the noise term and the finite element solution. Thus, we start the chapter
by displaying and discussing some individual finite element solutions, along with the corre-
sponding noise processes.

In Section 5.2, we then put forward the results of our numerical experiments described in
Chapter 4.

Finally, in Section 5.3, we summarize and discuss the main conclusions of the numerical
experiments.

5.1 Individual FEM solutions and noise terms

Here, we present some individual finite element solutions to the mathematical model in (1.1)
for different values of a. Also, we display the corresponding instances of the noise processes
at a specified point in time. Note, that we observe all the noise processes at the same time
point, t = 30 x dt, where dt = 277. It is important to keep in mind that the magnitude of the
noise is highly dependent on the size of dt. All the individual solution and noise processes
displayed in this section make use of the same random numbers. The random numbers are
generated in Matlab, using the command randn.*

The discussion below is divided into three parts, depending on the nature of the parameter

*In order to reproduce the finite element solutions, the random number generator should be given a starting
value of 100.

33
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5.1.1 Individual results with ¢ =7
Noise terms

Figure 5.1 displays the noise of the spde at a single point in time for four different values of
the parameter . It is clear from the Figure that the the noise becomes more regular as the

odwWwitha=0ando=1 odwwitha=05ando =1

0 o 0 o

odWwitha=1ando=1 odWwitha=15ando=1

0.25 0.05

02 0.04
0.15 0.03
01 0.02
0.05 0.01
-0.05 -0.01
-0.1 -0.02

-0.15 -0.03

-0.04

Figure 5.1: The process o dW (t), with o = I, for four different values of « at a single point
in time.

value of o increases. While the values of the process range between 8.4 and —9.2 when o = 0,
it ranges between 0.21 and —0.18 when o = 1. We expect the finite element solution to show
a similar trend.

Finite element solutions

In Figure 5.2, we display some individual finite element solutions for the mathematical model.
Three of the solutions are stochastic with different values of @ and ¢ = I, while one is the
solution of the deterministic model. The figure shows clearly how the variable « influences
the regularity of the finite element solution. When « = 0, the noise is white in space and
time, and the solution to the model is quite irregular. However, as « is increased, the solution
becomes more regular and almost indistinguishable from the deterministic solution. Figure 5.3
displays the difference between the stochastic solution with @ = 1 and the solution to the
deterministic model.
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The deterministic solution The stochastic model with ¢ = 1 and a = 0

The stochastic model with o =1 and a = 0.5 The stochastic model with o = I and a = 1

Figure 5.2: Examples of finite element solutions to the mathematical model. Upper left: The
deterministic model. Upper right: The stochastic model with ¢ = I and o = 0. Lower left:
The stochastic model with ¢ = I and a = 0.5. Lower right: The stochastic model with o = I
and a = 1.

Difference between the deterministic and the stochastic solution; a = 1

Figure 5.3: Difference between the deterministic and the stochastic solution, where o« = 1
and o = I.
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In Section 2.3, we proved that when o = I, the parameter (3 is restricted to the interval
[0, ). This guarantees the existence and uniqueness of a mild solution for the spde in (1.1).
Furthermore, we showed that ( determines the regularity of the Wiener process and the
solution, where the solution is smoother than the Wiener process. More specifically, the
solution has § derivatives, while the Wiener process has § — 1 derivatives.

We were, however, not able to prove any more direct relationship between the parameter «
and the regularity of either the solution or the Wiener process. The results above support our
claims in Section 2.3 that a higher value of a means a more regular noise term and solution,
i.e., results in a higher value of (.

5.1.2 Individual results with o = ||z||
Noise terms

In Figure 5.4, we display an example of an additive noise term of the spde, where we let
o = ||z||, for « = 0 and o = 1. The difference from the case shown previously is that we
multiply the Wiener process dW with a dampening factor, o = ||z||, where z = (z1,x2),
x € D. The dampening effect of ¢ is most prominent for small values of x1 and x5. This

Additive noise with a = 1 and o = [|x||

Additive noise with a = 0 and o = [jx|

Figure 5.4: Additive noise terms, with o = ||z|| for « =0 and o = 1.

is clear from Figure 5.5, which shows the values of the noise term along the diagonal, where
Ir1 = X9.
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The noise process on the diagonal

The noise process on the diagonal
T

T T
— o=Iixll, a=0
— o=|Ixll, a=1

Figure 5.5: Additive noise terms, with o = ||z|| for « = 0 and o = 1, where x = (x1,22) € D
such that z1 = xo.

Finite element solutions

In Figure 5.6, we present individual finite element solutions for two values of a, & = 0 and
« = 1. The solutions remind us of the results in Figure 5.2. As could be expected, the main

The stochastic model with o = [[x|| and a = 0 The stochastic model with o = [[x|| and a = 1

Figure 5.6: Examples of finite element solutions to the mathematical model at time t = T
with 0 = I and a = 0 (plot on the left) and o = 1 (plot on the right).

difference is that the solution here is somewhat dampened, especially for small values of «.
Again we observe the relationship between o and S, i.e., that the regularity of the solution
increases with higher values of a.

5.1.3 Individual results with o =«
Noise terms

Finally, we consider the model in (1.1) driven by multiplicative noise, u dW, where u is the
solution to the model. In Figure 5.7, we show the noise process at the 30" time interval,
where a = 0 and a = 1. It is not possible to generalize about the nature of multiplicative
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Multiplicative noise with a =0 and 0 = u Multiplicative noise with a = 1 and o = u

Figure 5.7: Multiplicative noise terms, with 0 = u for « = 0 and a = 1.

noise by looking at a single example. However, we will make a few observations based on
the figure above. When we compare Figures 5.1 and 5.7, we note that the noise process in
Figure 5.7 seems more regular. There appears to be some covariance between the values in
adjacent node points of the multiplicative noise process. This is even more apparent when
a = 1. The noise ranges between 10.9 and —15.6 when o = 0 and 0.23 and —0.28 when
« = 1, which is a larger range than when ¢ = I. Furthermore, we notice the similarity in
appearance of the noise process and the finite element solution. That is, the spikes of the
noise process are largest where the absolute value of the solution is greatest.

Finite element solutions

Below, in Figures 5.8 and 5.9, we observe the finite element solution at two different time
points, at the 30" interval and at the end of the time interval, respectively.

Stochasic model a = 0 and ¢ = u at time 30*dt Stochasic model a = 1 and 0 = u at time 30*dt

Figure 5.8: Examples of finite element solutions to the mathematical model at time ¢ = 30*dt
with 0 = I and a = 0 (plot on the left) and oo = 1 (plot on the right).

"The noise terms in Figure 5.7 generate the solutions in the 30" time interval, displayed in Figure 5.8.




5.2. Results of the experiments 39

Stochasic modela =0 and g =uattimet=1

Stochasic model a =1and o =uattimet=1
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Nseca
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Figure 5.9: Examples of finite element solutions to the mathematical model at time t = 1
with ¢ = I and o = 0 (plot on the left) and o = 1 (plot on the right).

We note, that the solution becomes more irregular when we reach the end of the time
interval but the range of the solution process decreases. As before, the regularity of the
solution increases with a higher value of a.

5.2 Results of the experiments

Below, we present the results of the numerical experiments that were outlined in Section 4.2.

5.2.1 Main numerical experiment

In this experiment, we run 1000 simulations on a grid with mesh size h = 27° and time steps
k; = 27" where i = 1,...,8. We compute finite element solutions for each simulation for six
different values of «, with o = 1.

Strong convergence rate found by a least squares fit

If the error due to spatial discretization is sufficiently small, such that the convergence rate
is dominated by the time step, k, we can use the procedure described in Subsection 4.1.1 to
compute the convergence rate. The convergence rate, d, in (4.2) is found by a least squares
fit. In Figure 5.10, we plot § for all six values of a. We also plot the expected convergence
rate, together with the residuals of the ordinary least squares (ols) method. In Figure 5.11,
we plot the errors, computed according to (4.4), on a log-log scale against k for four values
of a, which should give us a line with slope §. We also plot a reference line with slope «.

Although the convergence rates are reasonably close to the expected convergence rate, the
residuals from the ols analysis are quite large, which indicates that the fit is not very good.
A possible reason is that the initial assumption that the convergence rate is dominated by
the time step is not fully valid. We note, that the spatial step in this experiment is not that
small.
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Figure 5.10: The convergence rate, d, of the numerical method, computed by ols, together
with the residual from the ols computation, and the expected convergence rate.
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Figure 5.11: Logarithm of the errors plotted against the log of the time step, k, for four values
of a. The dashed line shows the expected convergence rate.
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Strong convergence rate found by computing error ratios

In Table 5.1, we display the computed error ratios S(k;)/S(kit+1), as introduced in Sec-
tion 4.3.1 and in Table 5.2, we show the corresponding values of (.

S(ki)/S(kit1)

ki || a=0]a=05]a=1]a=15]a=2]a=4
271 ]1.0286 [ 1.0576 [ 1.0855 [ 1.1071 [ 1.1295 [ 2.0277
272 [ 1.0545 | 1.1136 | 1.1792 | 1.2331 | 1.2728 | 1.8308
273 [ 1.0774 | 1.1570 | 1.2528 | 1.3384 | 1.4025 | 1.7690
271 [ 1.1045 | 1.1994 [ 1.3223 [ 1.4444 [ 1.5430 | 1.8297
92—5
9—6
9—7

1.1411 | 1.2431 | 1.3771 | 1.5185 | 1.6379 | 1.8917
1.1975 | 1.3084 | 1.4518 | 1.6064 | 1.7388 | 1.9646
1.2818 | 1.3986 | 1.5451 | 1.7032 | 1.8378 | 2.0369

|| T = W N | =

Table 5.1: Strong convergence - error ratios for 6 different values of a.

o

ki | a=0]a=05]a=1]a=15]a=2]a=1
271 [10.0813 | 0.1615 | 0.2368 | 0.2934 [ 0.3513 | 2.0397
272 [10.1530 | 0.3106 | 0.4756 | 0.6045 | 0.6961 | 1.7450
273 [10.2150 | 0.4209 | 0.6502 | 0.8409 | 0.9759 | 1.6459
2-710.2869 | 0.5246 | 0.8060 | 1.0610 | 1.2515 | 1.7432
2
2
2

> 110.3807 | 0.6279 | 0.9233 | 1.2053 | 1.4237 | 1.8393
6105199 | 0.7757 | 1.0757 | 1.3676 | 1.5962 | 1.9485
T 10.7164 | 0.9680 | 1.2555 | 1.5365 | 1.7560 | 2.0527

| O O = W N ]| =

Table 5.2: Strong convergence - 3-s corresponding to error ratios in Table 5.1.

It is difficult to reach any conclusion about the convergence rate from the tables above.
Admittedly, the expected value of 3, 8 = «, is always somewhere between the highest and
lowest value in Table 5.2.% However, we cannot conclude that these results either confirm or
disprove the theoretical error estimates.

When we compute § in Table 5.2, we assume that the error estimates are dominated by
k. Our previous results indicate that this is overly simplified, since our computation mesh
is not very fine. If we instead assume that the predicted rate of convergence is according to
O(kP/% 4 1P), the error ratio becomes

S(ki) K0P

S(kiv1) kfﬁ + 8

(5.1)

and we get the values of 8 in Table 5.3. Computing (§ according to (5.1) gives us higher
convergence rate than before. Still, we cannot comment much on the validity of the error
estimate in Theorem 4.3.2.

tExcept in the special case when o = 0, where we do not have an expected convergence rate of the method.




5.2. Results of the experiments 42

o

ki | a=0]a=05]a=1]a=15]a=2]a=1
271 [10.1357 | 0.2409 [ 0.3270 | 0.3873 | 0.4458 | 2.0447
272 [10.2359 | 0.4158 | 0.5808 | 0.7021 | 0.7863 | 1.763
273 [10.3197 | 0.5443 | 0.7662 | 0.9420 | 1.0650 | 1.6834
2-1 1 0.4164 | 0.6708 | 0.9406 | 1.1746 | 1.3480 | 1.8004
2
2
2

° |1 0.5439 | 0.8066 | 1.0920 | 1.3525 | 1.5516 | 1.9314
=611 0.7337 | 1.0053 | 1.2993 | 1.5725 | 1.7822 | 2.1033
T 111.0143 | 1.2867 | 1.5777 | 1.8494 | 2.0561 | 2.3308

|| O = W N ]| =

Table 5.3: Strong convergence - 3-s corresponding to error ratios according to (5.1).

Weak convergence rate found by a least squares fit

Below, we present the weak convergence rates found by a least squares fit for the functions
p1, P2, p3 and pad, see Subsection 4.1.2. Since we do not have any theoretical estimates about

’ H Ha:O‘a:Oﬁ‘a:l a=15]|a=2 | a=4

1 0 0.2481 | 0.3551 | 0.3794 | 0.4989 | 1.3271 | 1.0547
residual || 0.3192 | 0.4223 | 0.8308 | 2.4156 | 0.3581 | 0.0615
D2 0 0.2321 | 0.3570 | 0.3832 | 0.5001 | 1.3423 | 1.0550
residual || 0.3108 | 0.4315 | 0.8160 | 2.0749 | 0.3693 | 0.0622
D3 0 0.5892 | 0.6531 | 0.5888 | 0.6241 | 0.6988 | 0.9920
residual || 0.9081 | 1.5041 | 0.9731 | 0.8088 | 0.6947 | 0.1818
D4 0 0.2773 | 0.4339 | 0.5600 | 0.7681 | 0.8381 | 0.9940
residual || 0.2784 | 0.3678 | 0.5190 | 2.4514 | 1.7345 | 0.1810

Table 5.4: Weak convergence rate estimated by ols, together with the ols residuals for the
functions p; to py.

the weak convergence rate, we guess that it is of order O(k?), if the time step dominates the
convergence. However, we cannot reach any conclusion based on the results above, since the
fit of the ols method is quite bad. More theoretical groundwork must be done before we can
expect to obtain reasonable numerical results on the weak convergence rate of the numerical
method. Thus, we do not proceed any further with the weak convergence rate of the method.

5.2.2 Experiment with ¢ = [ on a finer mesh

The purpose of this experiments is to try to assess whether using a finer mesh will improve
the results. Thus, we run 1000 simulations on a mesh with h = 2%, instead of h = 2° as
before. Due to the long run times of the solver, we only perform the experiment for a = 1.
In Table 5.5, we display the convergence rate estimated by ols. The convergence rate that
we obtain with the ols method does not differ much from our previous results on a coarser
mesh. In Table 5.6, we display the values of 3, computed according to (4.8). We note that

$For ps and ps we have that zo = (0.719,0.531).
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| | a=1
1) 0.3850
residual || 0.3395

Table 5.5: Convergence rate estimated by ols, together with the ols residuals.

B

ki a=1
2=l 0.2578
272 | 0.44098
273 1 0.65973
2% | 0.81602
2
2
2

511 0.91968
=61 1.0389
71 1.1953

| oo | wl o] —|| .

Table 5.6: Strong convergence - 3-s according to (4.8)

the values of (3 lie in a closer range than before (see Table 5.2). This could be an indication
that using a finer space mesh will improve the results.

5.2.3 Experiment with o = ||z]|

Here, we perform 1000 simulations for two values of o, « = 0 and a = 1. We use a grid with
mesh size h = 27° and time steps k; = 27, where i = 1,...,8. In Table 5.7, we present the
convergence rate of the numerical method, estimated by ols. Just as in the other experiments,

[o=0a=1]
) 0.1580 | 0.3793
residual || 0.2239 | 0.3627

Table 5.7: Convergence rate estimated by ols, together with the ols residuals.

the high residuals indicate that the assumption that the time step dominates the convergence
process is inaccurate.

The -s in Table 5.8 are very similar to the 8-s in the main experiment. This indicates that
taking o = ||z|| instead of o = I does not greatly affect the convergence rate of the numerical
method. Again, we cannot conclude anything about whether or not the convergence rate is
in accordance to the theoretical results.
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B

k; a=0 ‘ a=1
2-1 11 0.0740 | 0.2191
272 | 0.1418 | 0.4459
273 [ 0.2061 | 0.6202
2=% [ 0.2799 | 0.7794
2
2
2

5 110.3750 | 0.9066
=6 110.5135 | 1.0610
71 0.7088 | 1.2471

|| O = WD ]| =

Table 5.8: Strong convergence - 3-s according to (4.8)

5.3 Discussion of the results

The main conclusion that we can draw from the experiments in Section 5.2 is that we can
neither reject nor confirm the error estimates in Theorems 4.3.1 and 4.3.2. This motivates us
to seek to improve the numerical procedure.

Our results on the strong convergence rate of the numerical method were inconclusive.
Although the convergence rate from the ols method were not very far from the predicted
rates, the residuals were large, which indicates a bad fit of the method. Furthermore, the (-s
that we obtained from (4.8) were on a wide range.

The two methods that we used to compute the convergence rate are based on the assump-
tion that the time step, k, determines the convergence process. The results indicate that this
is not the case here. This could be expected, since the experiments are not performed on a
very fine space mesh. The experiment that was run on a finer space mesh added weight to the
claim that we will obtain better estimates of the convergence rate when we use finer spatial
discretization, since we obtained (3-s in a closer range than before.

It would be informative to perform further numerical experiments, in order to gain more
knowledge about the reason why we are not able to reach a conclusion about the convergence
rates. We would, in particular, like to try an even finer spatial mesh and also to perform
more simulations to diminish the sampling error.




Chapter 6

Conclusions

In essence, we have achieved our principal aim, i.e., to implement a finite element solver for
the stochastic heat equation in (1.1). The solver can provide finite element approximations
to stochastic partial differential equations with either additive or multiplicative noise terms,
and will without doubt be useful in further work.

There remains, however, some uncertainty regarding the ability of the solver to give accu-
rate solutions to the mathematical model. This is due to our inability to reach a conclusion
about the convergence rate of the numerical method. In other words, our numerical experi-
ments aimed to verify theoretical error estimates do not produce satisfactory results.

In deriving and implementing the finite element solver, we apply implementation methods
that are normally used for deterministic partial differential equations (pde’s). An important
conclusion of this thesis is that these methods do not seem to be adequate in the case of the
stochastic model.

Even though this is a disappointing conclusion, this work is probably been a necessary
step in the development process for the finite element solver. Possessing the knowledge
that the straight-forward implementation method does not work in its current form, we can
now concentrate on identifying where the method lets us down and attempt to develop and
implement amendments.

Although a thorough investigation is out of the scope of this thesis, we attempt to point
out possible weaknesses in the numerical procedure. We identify error sources of which we
believe sampling error and quadrature error to be the most significant, even though we do
not know the full extent of the quadrature error.

While there are some unanswered questions about the quality of our solver, we can still
take many positives from our work. One is that we have taken the first step in the exploration
of the theoretical framework surrounding numerical approximation of parabolic spde’s. Even
though this is a vast subject, which cannot be thoroughly investigated in a master’s thesis,
we have made some progress and achieved a better understanding of the mathematical model
in (1.1) in return.

Another positive is that numerical experiments with the finite element solver have given us
a better insight into the mathematical model. By generating instances of the noise term and
the corresponding solution of the spde, we have seen how the noise is affected by parameter
changes and how these effects spill over to the solution. An increased understanding of the
model is advantageous, in particular when organizing further numerical experiments.

45
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Last, but not least, we have identified some possible extensions to this work, which we
will discuss in more detail in Section 6.1.

It should be noted that the fact that our numerical experiments did not yield the expected
results added some unexpected complications and complexity to the project. Consequently,
the task of writing this thesis became more difficult and demanding, since it is clearly much
easier to interpret results which are in accordance to the theoretical theorems.

When the numerical results failed to comply with the expected results, a careful exami-
nation of the computer code and the whole procedure followed. We were able to point out
possible weaknesses of the numerical approach, which we must leave for others to look closer
into.

6.1 Possible extensions

We have identified several possible extensions to the work that is described in this thesis. The
most interesting, in our opinion, are the following;:

1. Implementation of the solver in a general domain in R2. This involves the com-
putation of the eigensystem of the Laplacian operator in the domain in question. We
recap this estimation procedure in Subsection 3.3.2, but expect the actual implementa-
tion to be worthy of another master’s thesis.

2. Using wavelet multiresolution to approximate the noise term of the spde. This
method is promising, particularly since it is applicable in general domains. However,
we have not examined this method in any detail.

3. Implementation of a solver in cubic domains in R?. Although this is an interesting
project, our problems regarding run times and memory requirements should be much
more severe than in two dimensions. Also, before going to three dimensions we must
first sort out our problems with the finite element solver in two dimensions.

4. Derive the magnitude of the quadrature error. As stated in Subsection 4.1.2,
quadrature error is possibly a very important source of error in our computations. It
might be a major factor in why we do not observe the expected convergence rate of the
numerical method. Therefore, it is important to derive a theoretical error bound for
the quadrature error. If necessary, the next step will then to implement some measures
to correct for this error.

5. Address the issue of sampling error in the computations. As discussed in Subsec-
tion 4.1.2, the sampling error declines at the rate 1/ VM, where M is the number of
simulations. To decrease this error, we must therefore perform more simulations. This
means, in turn, that we must either run our computations on a coarser space mesh
or decrease the run time of the solver. However, the former option is not clearly not
feasible in general. We decrease the run time of the solver either by improving the
existing Matlab code or moving the implementation to another computer language. Al-
though there may be some room for improvement in the Matlab code, we expect that
implementing the solver in C++ or Fortran will be more effective and should result in
significant improvements.
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6. It would be interesting to perform further numerical experiments with the finite
element solver. In particular on the spde with a multiplicative noise term.

Although the extensions that we have described above are very interesting, most of them
require us to be confident about the finite element solver in two dimensions. Thus, our priority
should clearly be to identify and address the weaknesses of the current finite element solver.
Items 4 and 5 in the list above might be the first steps in this procedure.
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