
Chalmers University of Te
hnology TMA521University of Gothenburg MMA510Mathemati
al S
ien
es Optimization, proje
t 
ourseAnn-Brith StrömbergKarin Thörnblad September 22, 2011Proje
t 2: Produ
tion s
heduling1 The proje
t taskThe proje
t task is to de�ne and implement a de
omposition algorithm forthe s
heduling problem des
ribed below. For this, there are two alternatives,
omposed by the two models the engineer's model and the time indexed model.The algorithm that should be used is the Dantzig-Wolfe reformulation solvedby 
olumn generation.1.1 Problem �les and implementationAt your servi
e, AMPL model �les (.mod) for the two mathemati
al modelsare provided at the 
ourse homepage together with a s
ript �le (.run) and aset of data �les (.dat) for ea
h model. These �les 
an be used to solve theproblem 
ases by the Cplex solver, to get key solutions for 
omparisons. All�les named *MTC3* 
orrespond to the engineer's model and all �les named*MTC4* 
orrespond to the time indexed model.The de
omposition algorithm 
hosen should be implemented in AMPL orMatlab (or C/C++ if you prefer). The sub and master problems should besolved by Cplex MILP solver.Instru
tions on how to write s
ripts in the AMPL 
ommand language 
an befound, e.g., at the web page www.ampl.
om/NEW/index.html#LoopTest under�Looping and Testing 1 & 2�. Instru
tions for the AMPL and Matlab interfa
esto Cplex are found, e.g., in www.math.
halmers.se/Math/Grundutb/CTH/mve165/0910/Exer
ises/LP Ex
 1003.pdf1.2 Deadlines and examinationA preliminary report should be sent to anstr.
halmers�analys.urkund.se onFriday, 7th of O
tober and the �nal report should be sent in on Tuesday, 11thof O
tober. The program 
odes should be sent in on Tuesday, 11th of O
tober.The examination of the proje
t in
ludes an oral presentation of the sameand an opposition to another groups proje
t, during the seminar on Wednesday,12th of O
tober. The 
ompetition will also take pla
e at this seminar.1.3 Applying the algorithm to the modelsThe ma
hining problem (see Se
tion 4) should be solved using the 
olumngeneration method, but the feasibility problem may be solved dire
tly, withoutde
omposition, using the Cplex MILP-solver.



In the 
olumn generation algorithm applied to the ma
hining problem, a
olumn is suitably de�ned by one s
hedule (
omposed by a sequen
e of opera-tions) for ea
h ma
hine (and for the time indexed model also the 
orrespondingallo
ation of operations to ma
hines). When a �nal set of 
olumns has beengenerated (what ��nal� means is your de
ision), the 
orresponding restri
tedmaster problem, with integer requirements on the appropriate variables, maybe solved by Cplex MIP-solver.If any of these instru
tions or the AMPL-�les are un
lear or seem unsuitable,please tell me and your fellow students.You are also wel
ome to dis
uss any di�
ulty or indistin
t instru
tion inthis assignment with me or Karin, but don't forget to dis
uss also with yourfellow students.1.4 Presentation of resultsThe types of results that should be presented in the report and at the seminarsin
lude upper and lower bounds on the optimal value as fun
tions of number ofiterations and of CPU-time, the best solution (i.e., s
hedule) found, the valueof the best solution found 
ompared with the key solution (found using theAMPL-�les supplied).In order to re
eive solutions (s
hedules) with di�erent properties, di�erentobje
tive fun
tions should be formulated and tried out in the 
omputations.The spe
i�
 
ompetition task will be revealed at the 11th of O
tober.2 De�nition of the problem2.1 Indi
es and setsThe queue of jobs j to the multitask 
ell go through three di�erent phases:
• Planned orders not yet released, i.e. exist only in the planning system.
• Released jobs, or so 
alled produ
tion orders, i.e. physi
al parts beingpro
essed elsewhere on their way to the MT 
ell.
• Jobs 
he
ked in into the MT 
ell, i.e. parts inside the MT 
ell waiting tobe pro
essed.

J denotes the whole set of jobs to be done during the planning period. Somejobs are to be pro
essed on the same part, and the pairs of two su
h jobsadja
ent in the routing, form the set Q ⊂ J ∗ J . For the part, whi
h routingis des
ribed by Figure 1, the pairs (j, q) and (q, l) belongs to the set Q.
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j q lFigure 1: Routing of a part with jobs j, q and l. (j, q), (q, l) ∈ Q.Ea
h job j 
onsists of nj operations i to be pro
essed inside the MT 
ell,
i ∈ Nj = {1, ..., nj}. A typi
al routing for a job is listed in the table below.2



i Des
ription1 Mounting into �xture2 Turning/Milling/Drilling3 Manual deburring4 Automati
 deburring5 DemountingTable 1: The possible route operations i in the multitask 
ell.In order to �x the order in the s
hedule between two jobs of the same typefor the same type of parts, the set P ⊂ J × J is populated by pairs (j, q) ofthese jobs where the release date of job j is less than or equal to the releasedate of job q. The set K denotes the 10 resour
es k that the multitask 
ell
onsists of.
k Des
riptionMC 1�5 Multitask ma
hinesMan Gr Manual deburring stationDBR Automati
 deburring ma
hineM/DM 1�3 Mount/demount stationsTable 2: The resour
es k of the multitask 
ell2.2 Parameters

λijk =

{
1, if operation (i, j) 
an be pro
essed on resour
e k,
0, otherwise.

ak : the time when resour
e k will be available the �rst time.
dj : the due date of job j, i.e. the point in time when the lastoperation nj of job j is planned to be 
ompleted.
rj : the release date for job j.
pij : the pro
essing time in hours for operation i of job j

w : the transportation time for a produ
t inside the multitask 
ell
vjq : the interoperation time between the jobs j and q, where (j, q) ∈ Q
M : a su�
iently large positive number, i.e. greater than the planninghorizon.All dates des
ribed above are given in hours relative to a time point, t0, whi
his the starting time of the s
hedule to be 
al
ulated.2.3 Realisti
 release dates and interoperation timesIf a job j is 
he
ked in into the MT 
ell, i.e. the part is ready to be pro
essed attime t0, rj is set to 0. Release dates for the other two phases, i.e. released jobsand planned orders, see Se
tion 2.1, are not that easy to get hold on. In theplanning system of the MT 
ell, there are a planned latest release date for ea
hjob, let us denote it ̺j. This means that the job j in the MT 
ell is planned tobe started at the latest at this point in time. The desired release date, rj, we3



want to get hold on in the optimization model is however the realisti
 pointin time when the part arrives to the MT 
ell. The best guess we 
an make isthat this is given by
rj = max(̺j − t0 − 0.8ϑj ; ν

0
j ),where ν0

j is the standard lead time from the operation where the part is aboutto be pro
essed at time t0 till it arrives in the multitask 
ell. Let µact denotethis a
tual operation. Then ν0
j is given by

ν0
j =

µmj−1∑

µ=µact+1

(ρµ + ςµ + ϑµ) + 0.2ϑj ,where ρµ, ςµ and ϑµ denote the pro
ess, setup and queue times of operation
µ pro
essed elsewhere, i.e. not in the MT 
ell, see Figure 2.
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µ1 µ2 µmj−1
µmj

µmj+1
µmq−1

µmq
µml

µml+1
µmf−1

µmf

ν0
j vjqFigure 2: The interoperation time, vjq, is marked out together with ν0

j for the
ase of a planned order, i.e. µact = µ1.In order to prevent the possibility that job j and q are s
heduled too 
losein time, when both jobs are to be performed on the same physi
al part, theparameter vjq is introdu
ed. This is the planned interoperation time betweenthe 
ompletion time of job j and the starting time of job q for jobs done outsidethe multitask 
ell. The de�nition of vjq is
vjq =

µmq−1∑

µ=µmj+1

(ρµ + ςµ + ϑµ) + 0.2ϑq,where ρµ, ςµ and ϑµ denote the pro
ess, setup, and queue times of operation
µ pro
essed elsewhere as in (2.3).3 The engineer's mathemati
al model3.1 Variables

zijk =

{
1, if operation (i, j) is allo
ated to resour
e k,
0, otherwise.

yijpqk =

{
1, if op (i, j) is being pro
essed before op (p, q) on resour
e k,
0, otherwise.

tij = the starting time of operation (i, j).
sj = tnj ,j + pnj ,j, the 
ompletion time of job j.
hj =

{
sj − dj , if sj > dj , i.e. the tardiness of job j,
0, otherwise. 4



3.2 Obje
tive fun
tionsThe obje
tive fun
tion, is 
hosen so that it minimizes the job �nish timestogether with the total tardiness, a

ording to
∑

j∈J

(sj + hj).If also the time used in the �xure is 
onsidered, the obje
tive fun
tion be
omes
∑

j∈J

(sj − εt1j + hj),where ε ∈ [0, 1).3.3 The optimization modelMinimize ∑

j∈J

(sj + hj), (1a)subje
t to ∑

k∈K

zijk = 1, i∈Nj, j∈J , (1b)
zijk ≤λijk, i∈Nj, j∈J , k∈K, (1
)

yijpqk + ypqijk ≤ zijk, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K,(1d)
zijk+zpqk−yijpqk−ypqijk ≤ 1, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K,(1e)
tij + pij − M(1−yijpqk)≤ tpq, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K, (1f)

tij + pij + w≤ ti+1,j , i∈Nj \ {nj}, j∈J , (1g)
t1j ≥ rj , j∈J , (1h)

tij − akzijk ≥ 0, j∈J , k∈K, (1i)
t1q − sj ≥ vjq, (j, q)∈Q, (1j)

sj − tnjj = pnjj , j∈J , (1k)
sj − hj ≤ dj , j∈J , (1l)

hj ≥ 0, j∈J , (1m)
tij ≥ 0, i∈Nj, j∈J , (1n)

zijk ∈ {0,1}, i∈Nj, j∈J , k∈K, (1o)
yijpqk ∈ {0,1}, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K,(1p)where (1b) ensures that every operation is pro
essed exa
tly on
e, and (1
)makes sure that ea
h operation is s
heduled on a resour
e allowed for that op-eration. The 
onstraints (1d) and (1e) determine an ordering of the operationsthat are pro
essed on the same resour
e. The 
onstraints (1d) make sure thatat most one of the variables yijpqk and ypqijk may attain the value 1, and the
onstraints (1e) regulates that at least one of the variables yijpqk and ypqijkmust have the value 1 if operations (i, j) and (p, q) are to be performed on thesame resour
e.The 
onstraint (1f) makes sure that the starting time of operation (p, q)is s
heduled after the 
ompletion of the previous operation on the same re-sour
e. Generally, in s
heduling problems, the symmetry preventing 
onstraint

tpq + ppq − Myijpqk ≤ tij is required, but this be
omes redundant here sin
ethe variables yijpqk and ypqijk are regulated by the inequalities (1d) and (1e).The 
onstraints (1g) ensure that the operations within the same job, j, are5



s
heduled in the right order and that ea
h operation starts after the previousoperation is 
ompleted and the goods is transported to the next resour
e.Equation (1h) regulates the starting times of the �rst operation of every job,so that no job is s
heduled before its release date. Equation (1i) makes surethat no operation is s
heduled on resour
e k before this resour
e is availablefor the �rst time. The 
onstraint (1j) regulates that any pair of jobs to bepro
essed on the same physi
al part is s
heduled in the right order. The
onstraints (1k) through (1m) 
al
ulate the �nish times and the tardiness forthe obje
tive fun
tion. The 
onstraints (1n) are the nonnegativity 
onstraintsof the starting times. This is redundant due to equations (1g) through (1i)provided that rj is nonnegative for all j. The 
onstraints (1o) and (1p) are thebinary 
onstraints on the variables.Note: In order to simplify the implementation of the 
olumn generationalgorithm, you may disregard the 
onstraints (1j) (a pair of jobs to be pro
essedon the same physi
al part is s
heduled in the right order).4 De
omposition into a ma
hining and a feasibilityproblem4.1 Variables
zjk =

{
1, if job j is allo
ated to resour
e k,
0, otherwise.

yjqk =

{
1, if job j is being pro
essed before job q on resour
e k,
0, otherwise.

tj = the starting time of the ma
hining operation of job j.
sj = tj + pmj + p

pm
j , the 
ompletion time of job j,where p

pm
j is the sum of the post-ma
hining route operations.

hj =

{
sj − dj , if sj > dj , i.e. the tardiness of job j,
0, otherwise.4.2 The ma
hining problemMinimize ∑

j∈J

(smj + hm
j ), (2a)subje
t to ∑

k∈eK

zmjk = 1, j ∈ J , (2b)
zmjk ≤λm

jk, j ∈ J , k ∈ K̃, (2
)
ymjqk + ymqjk ≤ zmjk, j, q ∈ J , k ∈ K̃, j 6= q, (2d)

ymjqk + ymqjk + 1≥ zmjk + zmqk, j, q ∈ J , j 6= q, k ∈ K̃, (2e)
tmj + pmj − M(1 − ymjqk)≤ tmq, j, q ∈ J , j 6= q, k ∈ K̃, (2f)

tmj ≥ rmj , j ∈ J , (2g)
tmj ≥ akz

m
jk, j ∈ J , (2h)

tmq ≥ smj + vmjq, (j, q) ∈ Q, (2i)
smj = tmj + pmj + p

pm
j , j ∈ J , (2j)

hm
j ≥ smj − dmj , j ∈ J , (2k)6



hm
j ≥ 0, j ∈ J , (2l)

tmj ≥ 0, j ∈ J , (2m)
zmjk ∈ {0, 1}, j ∈ J , k ∈ K̃, (2n)

ymjqk ∈ {0, 1}, j, q ∈ J , j 6= q, k ∈ K̃, (2o)where vmjq = vjq + t1q and p
pm
j =

∑nj

i=3 pij.Note: Analogously with the previous note, you may disregard the 
on-straints (2i).4.3 The feasibility problemThe aim of the feasibility problem is to produ
e good feasible s
hedules for theremaining resour
es of the MT 
ell, i.e. the three setup and the two deburringstations. The obje
tive fun
tion 
onsists of three terms. The �rst term isminimizing the total pro
essing lead time, i.e. the time the �xture for ea
hjob is o

upied, sj − t1j . The next term is minimizing the total tardiness andthe last term is a weight ωk times the variable zijk, in order to avoid large
omputation times 
aused by the 
omputation of symmetri
 solutions for thethree setup stations.Minimize ∑

j∈J

(
sj − 0.001t1j + hj +

∑

i∈Nj

∑

k∈K

ωkzijk

) (3a)subje
t to ∑

k∈K

zijk = 1, i∈Nj, j∈J , (3b)
zijk ≤λijk, i∈Nj, j∈J , k∈K, (3
)

yijpqk + ypqijk ≤ zijk, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K,(3d)
zijk+zpqk−yijpqk−ypqijk ≤ 1, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K,(3e)

tij+pij−M(1−yijpqk)≤ tpq, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K, (3f)
tij + pij + w≤ ti+1,j, i∈Nj \ {nj}, j∈J , (3g)

t1j ≥ rj , j∈J , (3h)
tij − akzijk ≥ 0, j∈J , k∈K, (3i)

t1q − sj ≥ vjq, (j, q)∈Q, (3j)
sj − tnjj = pnjj , j∈J , (3k)
sj − hj ≤ dj , j∈J , (3l)

hj ≥ 0, j∈J , (3m)
tij ≥ 0, i∈Nj, j∈J , (3n)

y2j2qk = ym
jqk, j, q∈J , k∈K, (3o)

z2jk = zm
jk, j∈J , k∈K, (3p)

zijk ∈ {0, 1}, i∈Nj, j∈J , k∈K, (3q)
yijpqk ∈ {0, 1}, i∈Nj, p∈Nq, j, q∈J , (i, j) 6=(p, q), k∈K, (3r)where ym

jqk and zm
jk are the solutions obtained from the ma
hining problem.Note: Analogously with the previous notes, you may disregard the 
on-straints (3j).

7



5 The time indexed ma
hining model5.1 Time intervalsThe time horizon of the s
hedule is divided into T + 1 time intervals, and theindex u ∈ T = {0, 1, ..., T} denotes a time interval starting at u and ending at
u + 1 with length ℓ.

time

PSfrag repla
ements
0 1 2 3 u u+1 T T+1... ...5.2 Variables

xjku =





1, if job j is to start at the beginning of time interval u onresour
e k,
0, otherwise.

sj = the 
ompletion time of job j.
hj =

{
sj + p

pm
j − dj , if sj + p

pm
j > dj , i.e. the tardiness of job j,

0, otherwise.5.3 The time indexed optimization modelMinimize ∑

j∈J

(sj + hj), (4a)subje
t to ∑

k∈eK

∑

u∈T

xjku = 1, j ∈ J , (4b)
∑

u∈T

xjku ≤λjk, j ∈ J , k ∈ K̃, (4
)
∑

j∈J

u∑

ν=(u−pj+1)+

xjkν ≤ 1, k ∈ K̃, u = 0, . . . , T, (4d)
∑

k∈eK

( T∑

µ=u

xjkµ +

u+vextjq −1∑

ν=0

xqkν

)
≤ 1, (j, q) ∈ Q, u = 0, . . . , T− vextjq + 1, (4e)

xjku = 0, j∈J , k∈K̃, u=0,1,. . . ,max{rj ,ak},(4f)∑

k∈eK

∑

u∈T

uxjku + pj + p
pm
j = sj, j ∈ J , (4g)

sj − hj ≤ dj , j ∈ J , (4h)
hj ≥ 0, j ∈ J , (4i)

xjku ∈ {0,1}, j ∈ J , k ∈ K̃, u ∈ T , (4j)where vextjq = pj +p
pm
j +vjq. The 
onstraints (4e) 
an be equivalently expressedas (this version is implemented in the 2011 version of the AMPL mod-�le)

∑

k∈eK

( u∑

µ=0

xjkµ −

u+vextjq∑

ν=0

xqkν

)
≥ 0, (j, q) ∈ Q, u = 0, . . . , T− vextjq , (5)Note: Analogously with the previous notes, you may disregard the 
on-straints (4e) (as well as (5)). 8


