EXERCISE 11: LINEARLY CONSTRAINTED NONLINEAR
OPTIMIZATION

NICLAS ANDREASSON

The Frank-Wolfe algorithm

Step 0: Generate the starting point o € X, for example by letting it be any
extreme point in X. Set k := 0.
Step 1: Solve the problem to

mi;liegize 2i(y) = Vi(x) T (y — ). (1)

Let y,, be a solution (extreme point) to this LP problem, and p,, := y, — ¢
be the search direction.

Step 2: Approximately solve the one-dimensional problem to minimize f(x;+
ap,,) over a € [0,1]. Let ay be the resulting step length.

Step 3: Let Tp41 := T + arpy.

Step 4: If, for example, z,(y;,) or a; is close to zero, then terminate! Oth-
erwise, let k := k + 1 and go to Step 1.

EXERCISE 1 (the Frank-Wolfe method). Consider the linearly constrainted nonlinear
optimization problem to

. 1o, 1,
minimize 2z = —(x1 — =) + < x:
7z 2( 1 2) o T2
subject to 1 <1,
w2S17
371;-77220-

(a) Start at the extreme point (1,1)T and perform two iterations of the Frank-
Wolfe algorithm to get the point a-!

(b) Is x5 optimal?

(c¢) Give upper and lower bounds for the optimal solution!
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The simplicial decomposition algorithm

Step 0: Generate the starting point o € X, for example by letting it be any
extreme point in X. Set k := 0. Let Py := ).
Step 1: Let y* be a solution (extreme point) to the LP problem (1).
Let Pgy1 := P U {k}
Step 2: Let viy1 be a solution to the restricted master problem to

minimize [ | x; + Z vi(y' — xp)
1€EPK4+1
subject to Z v; <1,
iE'Pk+1
v; Z 0, 1€ Pk+1.

Step 3: Let Tpy1 =Tk + ZiePkH (l/k+1)i(yi’ — :I‘Jk).
Step 4: If, for example, z;(y*) is close to zero, or if Py = Py, then termi-
nate! Otherwise, let k := k + 1 and go to Step 1.

EXERCISE 2 (the simplicial decomposition method). Consider the linearly constrainted
nonlinear optimization problem to

... 1, 1,
minimize 2= —(z1 — =) "+ =<z
Z 2( 1 2) 52
subject to 1 <1,
$2S17
371;-77220-

(a) Start at the extreme point (1,1)T and perform two iterations of the sim-
plicial decomposition algorithm to get the point x5!
(b) Is &2 optimal?
d
EXERCISE 3 (finite convergence of the simplicial decomposition algorithm). Show that
the simplicial decomposition algorithm converges in a finite number of steps! d
EXERCISE 4 (the gradient projection algorithm). Consider the problem to
minimize  f(x)
subject to x € X,

where X C R” is non-empty, closed and convex, and f : R” — R is in C' on X.
Let x € X, a > 0, and

p = Projy[x — aV f(x)] — x.

Show that if p # 0", then it defines a descent direction (this is exactly the direction
used in the gradient projection algorithm)! d



