Chapter 9 Testing Hypotheses and Assessing Goodness of Fit

9.11 Problems

1. Acoinis thrown independently 10 times to test the hypothesis that the probability

of heads is § versus the alternative that the probability is not 1. The test rejects
if either O or 10 heads are observed.

a. What is the significance level of the test?
b. If in fact the probability of heads is .1, what is the power of the test?

. Which of the following hypotheses are simple, and which are composite?

a. X follows a uniform distribution on [0, 1].

b. A die is unbiased.

¢. X follows a normal distribution with mean 0 and variance o > 10.
d. X follows a normal distribution with mean © = 0.

. Suppose that X ~ bin(100, p). Consider the test that rejects Hy: p = .5 in favor
of Hy: p # .5for |X — 50| > 10. Use the normal approximation to the binomial
distribution to answer the following: 1

a. Whatis «?
b. Graph the power as a function of p.

. Let X have one of the following distributions:

X H,y H,
Xy 2 1
X2 3 4
X3 3 1
X4 2 4

a. Compare the likelihood ratio, A, for each possible value X and order the x;
according to A.

b. What is the likelihood ratio test of Hy versus H, at level @ = .2? What is the
test at level o = .5?

c¢. If the prior probabilities are P(H,) = P(H,), which outcomes favor Hy?

d. What prior probabilities correspond to the decision rules with « = .2 and
o = .57

. True or false, and state why:

a. The significance level of a statistical test is equal to the probability that the
null hypothesis is true.

b. If the significance level of a test is decreased, the power would be expected to.
increase.

c. If a test is rejected at the significance level «, the probability that the n
hypothesis is true equals «.

d. The probability that the null hypothesis is falsely rejected is equal to the pow
of the test.

e. A type I error occurs when the test statistic falls in the rejection region of
test.
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f. A type Il error is more serious than a type I error.
g. The power of a test is determined by the null distribution of the test statistic.
h. The likelihood ratio is a random variable.

. Consider the coin tossing example of Section 9.1. Suppose that instead of tossing

the coin 10 times, the coin was tossed until a head came up and the total number

of tosses, X, was recorded.

a. If the prior probabilities are equal, which outcomes favor Hy and which favor
H,?

b. Suppose P(H,)/P(H,) = 10. What outcomes favor Hy?

¢. What is the significance level of a test that rejects Hy if X > 8?

d. What is the power of this test?

. Let Xy, ..., X, be asample from a Poisson distribution. Find the likelihood ratio

for testing Hy: & = Ag versus Hy: A = Ay, where A; > Aq. Use the fact that the
sum of independent Poisson random variables follows a Poisson distribution to
explain how to determine a rejection region for a test at level «.

. Show that the test of Problem 7 is uniformly most powerful for testing Hy: A = A

versus Hy: A > Ap.

. Let X, ..., Xps be a sample from a normal distribution having a variance of

100. Find the rejection region for a test at level & = .10 of Hy: ;1 = 0 versus
Hy: o= 1.5. What is the power of the test? Repeat for « = .01.

Suppose that X, ..., X,, form a random sample from a density function, f(x|6),
for which T is a sufficient statistic for #. Show that the likelihood ratio test of
Hy: 0 = 6y versus Hy: 6 = 0, is a function of 7. Explain how, if the distribution
of T is known under Hy, the rejection region of the test may be chosen so that
the test has the level «.

Suppose that X, ..., X,s form a random sample from a normal distribution hav-
ing a variance of 100. Graph the power of the likelihood ratio test of Hy: 0 = 0
versus Hy: o 5 0 as a function of p, at significance levels .10 and .05. Do the
same for a sample size of 100. Compare the graphs and explain what
you see.

Let Xy, ..., X, be a random sample from an exponential distribution with the
density function f(x|0) = 6 exp[—6x]. Derive a likelihood ratio test of Hy: 6 =
Oy versus Hy: 60 # 6, and show that the rejection region is of the form
{(X exp[—6pX] < c}.

Suppose, to be specific, that in Problem 12, 6y = 1, n = 10, and that & = .05. In
order to use the test, we must find the appropriate value of c.

a. Show that the rejection region is of the form {X < x,} U {X > x;}, where x,
and x; are determined by c.

b. Explain why ¢ should be chosen so that P(Xexp(—X) < ¢) = .05 when
6y = L.

¢. Explain why Z}zl X; and hence X follow gamma distributions when 6, = 1.
How could this knowledge be used to choose ¢?




364

Chapter 9 Testing Hypotheses and Assessing Goodness of Fit

14.

15.

16.

17.

18.

19.

20.

21.

d. Suppose that you hadn’t thought of the preceding fact. Explain how you could
determine a good approximation to ¢ by generating random numbers on a
computer (simulation). 3

Suppose that under Hy, a measurement X is N (0, 0'2), and that under H;, X is }
N (1, o) and that the prior probability P(Hy) = 2x P(H,). Asin Section 9.1, the
hypothesis Hy will be chosenif P(Hy|x) > P(H, |x).Foro? = 0.1, 0.5, 1.0, 5.0:

a. For what values of X will H, be chosen? :
b. In the long run, what proportion of the time will H, be chosen if H is true % ‘
of the time? 4

Suppose that under H,, a measurement X is N (0, c?), and that under H, X ’
is N(1,0?) and that the prior probability P(Hy) = P(H;). For 0 = 1 and '
x € [0, 3], plot and compare (1) the p-value for the test of Hy and (2) P (Hyl|x)
Can the p-value be interpreted as the probability that Hj is true? Choose another
value of o and repeat.

In the previous problem, with o = 1, what is the probability that the p-value is v;'l
less than 0.05 if Hy is true? What is the probability if H, is true?

Let X ~ N(0, %), and consider testing H : o = o versus Hy : 0 = o, wher
o) > o0y. The values o( and o are fixed.

a. What is the likelihood ratio as a function of x? What values favor Hy? Wha !
is the rejection region of a level « test?

b. For a sample, X, X, ..., X, distributed as above, repeat the previous ques
tion.

c. Is the test in the previous question uniformly most powerful for testin
Hy o0 = oy versus Hy : 0 > 0y?

Let Xy, X5, ..., X, be i.i.d. random variables from a double exponential distri
bution with density f(x) = %A exp(—A|x|). Derive a likelihood ratio test of th
hypothesis Hy : A = Aq versus H) : A = Ay, where Ao and A, > Ay are specifie
numbers. Is the test uniformly most powerful against the alternative H; : A > Ag

Under Hy, a random variable has the cumulative distribution function Fy(x) = x*

0 < x < 1;and under H,, it has the cumulative distribution function F; (x) = x°

0<x<1.

a. If the two hypotheses have equal prior probability, for what values of x is th
posterior probability of H, greater than that of H,?

b. What is the form of the likelihood ratio test of Hy versus H,?

¢. What is the rejection region of a level « test?

d. What is the power of the test?

Consider two probability density functions on [0, 1]: fo(x) = 1,and f;(x) = 2x
Among all tests of the null hypothesis Hy : X ~ fo(x) versus the alternative X ~
f1(x), with significance level @ = 0.10, how large can the power possibly be?

Suppose that a single observation X is taken from a uniform density on [0, 6]
and consider testing Hy : 6 = 1 versus H, : 6 = 2.
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w you could a. Find a test that has significance level @ = 0. What is its power?
imbers on a b. For 0 < a < 1, consider the test that rejects when X € [0, «]. What is its
significance level and power?
. ¢. What is the significance level and power of the test that rejects when X €
ler H,, X is [1 —a 1]?
tion 9.1, the d. Find another test that has the same significance level and power as the previous
).5,1.0,5.0: one.
e. Does the likelihood ratio test determine a unique rejection region?
Hj is true % f. What happens if the null and alternative hypotheses are interchanged—H,, :
0 =2versus H, : 0 = 1? :
inder H;, X 22. In Example A of Section 8.5.3 a confidence interval for the variance of a normal
o = 1and distribution was derived. Use Theorem B of Section 9.3 to derive an acceptance
2) P(Hylx). region for testing the hypothesis Hy: o = o at the significance level & based on
dose another asample X, X», ..., X,. Precisely describe the rejection region if oy = 1, n =
15, a = .05.
ie p-value is 23. Suppose that a 99% confidence interval for the mean  of a normal distribution
is found to be (—2.0, 3.0). Would a test of Hy: t = —3 versus Hy: i # —3 be
= oy, where rejected at the .01 significance level?
24. Let X be a binomial random variable with n trials and probability p of success.
or Hy? What a. What is the generalized likelihood ratio for testing Hy: p = .5 versus
H AL D 7(: .57

evious ques- b. Show that the test rejects for large values of | X — n/2|.

¢. Using the null distribution of X, show how the significance level corresponding
to a rejection region | X — n/2| > k can be determined.

d. If n = 10 and k = 2, what is the significance level of the test?

e. Use the normal approximation to the binomial distribution to find the signifi-
cance level if n = 100 and k = 10.

| for testing

ential distri-
io test of the

are specified This analysis is the basis of the sign test, a typical application of which would be

Hy: A > Ao? something like this: An experimental drug is to be evaluated on laboratory rats.
2 In n pairs of litter mates, one animal is given the drug and the other is given a
Folx) = x = placebo. A physiological measure of benefit is made after some time has passed.
Fi(x) =x7, Let X be the number of pairs for which the animal receiving the drug benefited
more than its litter mate. A simple model for the distribution of X if there is no
es of x is the drug effect is binomial with p = .5. This is then the null hypothesis that must
be made untenable by the data before one could conclude that the drug had an
effect.
25. Calculate the likelihood ratio for Example B of Section 9.5 and compare the
results of a test based on the likelihood ratio to those of one based on Pearson’s
filx) = 2x. : chi-square statistic.
:mgtt)llvebX?~ v 26. True or false:
assibly be? :

a. The generalized likelihood ratio statistic A is always less than or equal to 1.
ity on [0, 6], b. If the p-value is .03, the corresponding test will reject at the significance
level .02.
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c. If a test rejects at significance level .06, then the p-value is less than or equal
to .06.

d. The p-value of a test is the probability that the null hypothesis is correct.

e. In testing a simple versus simple hypothesis via the likelihood ratio, the
p-value equals the likelihood ratio. 1

f. If a chi-square test statistic with 4 degrees of freedom has a value of 8.5, the J
p-value is less than .05. 4

What values of a chi-square test statistic with 7 degrees of freedom yield a p-value
less than or equal to .10?

Suppose that a test statistic 7' has a standard normal null distribution.

a. If the test rejects for large values of | T'|, what is the p-value corresponding to
T =1.50?
b. Answer the same question if the test rejects for large 7.

Suppose that a level « test based on a test statistic 7 rejects if 7 > #y. Suppo
that g is a monotone-increasing function and let S = g(7'). Is the test that rejec
if § > g(1) alevel « test?

Suppose that the null hypothesis is true, that the distribution of the test statisti
T say, is continuous with cdf F and that the test rejects for large values of
Let V denote the p-value of the test.

a. Show that V =1 — F(T).

b. Conclude that the null distribution of V' is uniform. (Hint: See Proposition
of Section 2.3.)

c. If the null hypothesis is true, what is the probability that the p-value is grea
than .17

d. Show that the test that rejects if V < « has significance level o.

What values of the generalized likelihood ratio A are necessary to reject the null
hypothesis at the significance level & = .1 if the degrees of freedom are 1, 5, 10,
and 20? i

The intensity of light reflected by an object is measured. Suppose there are tw
types of possible objects, A and B. If the object is of type A, the measurement
normally distributed with mean 100 and standard deviation 25 if it is of type
the measurement is normally distributed with mean 125 and standard deviati
25. A single measurement is taken with the value X = 120.

a. What is the likelihood ratio?

b. If the prior probabilities of A and B are equal (% each), what is the posteri
probability that the item is of type B?

¢. Suppose that a decision rule has been formulated that declares the object to
of type B if X > 125. What is the significance level associated with this rul

d. What is the power of this test?

e. What is the p-value when X = 1207

It has been suggested that dying people may be able to postpone their death un
after an important occasion, such as a wedding or birthday. Phillips and Ki
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47. a. 0 =X /(X — xo)
b. 6 =n/(Slog X; — nlogxg)
c. Var(f) ~ 6%/n
49. a. Let p be the proportion of the n events that go forward. Then & = 4p — 2.
= 3.4 b. Var(@) = 2 —a)2 +a)/n
53. a. 0 =2X; E®) =6; Var(d) = 6%/3n
_ b. & = max(X;, Xa,.... X))
] c. E(@) = nf/(n+ 1); bias = —0/(n + 1); Var(@) = n6?/(n + 2)(n + D%
MSE = 26%/(n + 1)(n +2)
d. o*=m+1)d/n
55. a. Let ny, na, n3, ny denote the counts. The mle of 6 is the positive root of the
equation
(ny+ny+ns+ n4)92 —(ny —2ny —2n3 —ny)d —2ny =0
S. i .
The asymptotic variance is Var(6) = 2(2 + 0)(1 — 6)0/(ny +ny +n3 + ny)
(1 + ). For these data, & = .0357 and s; = .0057.
b. An approximate 95% confidence interval is .0357 & .0112.
57. a. s2 is unbiased. b. 62 has smaller MSE.  ¢. p=1/(n+1)
59, b. & = (n, +ny —n3)/(n; +ny+ns) if this quantity is positive and 0 otherwise.
63. In case (1) the posterior is B(4, 98) and the posterior mean is 0.039. In case (2)
the posterior is B(3.5, 102) and the posterior mean is 0.033. The posterior for
case (2) rises more steeply and falls off more rapidly than that of case (1).
! n
65. 1o = 16.25,& = 80 7. [TA+ XD
i=l
73. 3 X7
i=1
Chapter 9
X)) 1. a. o =.002 b. power = .349
n
3. a. a = .046 5. FEEEEEET

7. Reject when 3 X; > c. Since under Hy, Y X; follows a Poisson distribution
with parameter nx, ¢ can be chosen so that P(>" X > c|Hy) = «a.

9, Fora = .10, the test rejects for X > 2.56, and the power is .2981. For o = .01,
the test rejects for X > 4.66, and the power is .0571.

17. a. LR = Zexp [1x2(L = &)]. Alevel « test rejects for X* > ag x{ ().
i 0

b. Reject for Y1 X7 > od x} (@) c. Yes
19. a. X <2/3 b. Reject for large values of X
c. Reject for X > /1 —« d1-0-w?2

.823.
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a. Reject for X > 1; power = 1/2

b. Significance level = «, power = 1 — /2

c. Significance level = «, power = | — /2

d. Reject when (1 —a)/2 < X < (1 +a)/2

e. Fora > 0, the rejection region is not uniquely determined.

f. The rejection region is not uniquely determined.

yes 25. —2log A = 54.6. Strongly rejects 27. >12.02

ves 31. 2.6 x 1071, 9.8 x 1073, 3 x 1074, 7 x 107

—2log A and X? are both approximately 2.93. .05 < p < .10; not significant

for Chinese and Japanese; both ~ 3.
X? = .0067 with 1 df and p ~ .90. The model fits well.

X* =79 with 11 df and p ~ 0. The accidents are not uniformly distributed,
apparently varying seasonally with the greatest number in November—January
and the fewest in March-June. There is also an increased incidence in the summer
months, July—-August.

x? = 85.5 with 9 df, and thus provides overwhelming evidence against the null
hypothesis of constant rate.

Let p; = X;/n; and p = 3" X;/ > n;. Then
_ }A?Zn'in(l _ f,)En,'(l—in)
T1p1 P (1 = pyymii=po

and

(X; —n; p)y?
¢ 2 nip(1 = p)
is approximately distributed as x_, under H,.

a. 9207 heads out of 17950 tosses is not consistent with the null hypothesis
of 17950 independent Bernoulli trials with probability .5 of heads. (X? =
11.99 with 1 df).

b. The data are not consistent with the model (X*=21.57 with 5 df, p &~ .001).

. A chi-square test gives X = 8.74 with 4 df and p &~ .07. Again, the model
looks doubtful.

The binomial model does not fit the data (X2 = 110.5 with 11 df). Relative to
the binomial model, there are too many families with very small and very large
numbers of boys. The model might fail because the probability of a male child
differs from family to family.

The horizontal bands are due to identical data values.

The tails decrease less rapidly than do those of a normal probability distribution,
causing the normal probability plot to deviate from a straight line at the ends by
curving below the line on the left and above the line on the right.

The rootogram shows no systematic deviation.




