
Tentamentsskrivning: Statistisk slutledning 1

Tentamentsskrivning i Statistisk slutledning MVE155/MSG200, 7.5 hp.

Tid: 14 mars 2017, kl 14.00-18.00
Examinator och jour: Serik Sagitov, tel. 031-772-5351, rum H3026 i MV-huset.
Hjälpmedel: Chalmersgodkänd räknare, egen formelsamling (fyra A4 sidor).
CTH: för “3” fordras 12 poäng, för “4” - 18 poäng, för “5” - 24 poäng.
GU: för “G” fordras 12 poäng, för “VG” - 20 poäng.
Inclusive eventuella bonuspoäng.

———————————————————————
Partial answers and solutions are also welcome. Good luck!

1. (5 points) 1600 British citizens were surveyed on the Prime Minister’s job performance. Each
citizen rated the Prime Minister as ”A” = approve or ”D” = disapprove. Then, after 6 months,
each citizen re-rates the Prime Minister. The following two tables summarize the data.

A D
1st Survey 944 656
2nd Survey 880 720

2nd A 2nd D
1st A 794 150
1st D 86 570

(a) Explain the relationship between these two tables.

(b) State a relevant pair of hypotheses: first in words, then in a parametric form. Test the null
hypothesis at 1% significance level. Justify your choice of the test.

(c) Estimate the odds ratio measuring association between the first survey approval rate and
the second survey approval rate. Explain the meaning of this odds ratio in terms of the conditional
odds.

2. (5 points) Comment on the following reasoning of a student. Demonstrate your deeper under-
standing of the inference concepts used by the student.

”I applied three tests to these data. The sign test has the largest p-value, one-sample
t-test is the medium, signed-rank is the smallest. Therefore, the signed-rank test has
more power.”

3. (5 points) Consider the following sample of size 6

x1 = 1.42, x2 = 0.58, x3 = −0.36, x4 = 3.76, x5 = 2.36, x6 = −1.76.

(a) Draw a normal probability plot for this data.

(b) Using the normal probability plot estimate the population mean and standard deviation.
Compare these estimates with the sample mean and sample standard deviation.

(c) How the normal probability plot is used in connection to the two-sample t-test?

4. (5 points) Suppose that in a one-way layout there are 10 treatments and seven observations
under each treatment.

(a) What is the ratio of the length of a simultaneous confidence interval for the difference of
two means formed by Tukey’s method to that of one formed by the Bonferroni method?

(b) How do both of these compare in length to an interval that does not take account of mul-
tiple comparisons?
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5. (5 points) Assume the geometric distribution model pk = (1 − p)kp, k = 0, 1, 2, . . . for the
following discrete data

x1 = 3, x2 = 0, x3 = 6, x4 = 2, x5 = 3.

(a) Show that beta-distribution is a conjugate prior. Clearly state the updating rules for the
pseudocounts.

(b) Check that the variance of the posterior beta-distribution is smaller than the variance of
the prior beta-distribution.

(c) Find a posterior mean estimate for the given data set.

6. (5 points) For the sample of size 9

y1 = 1.7, y2 = 1.9, y3 = 6.1,

y4 = 13.6, y5 = 19.8, y6 = 25.2,

y7 = 13.4, y8 = 20.9, y9 = 25.1,

consider a multiple regression model

Yi = β0 + β1xi,1 + β2xi,2 + εi, εi ∼ N(0, σ2),

involving dummy variables through the following special design matrix

X =



1 0 0
1 0 0
1 0 0
1 1 0
1 1 0
1 1 0
1 0 1
1 0 1
1 0 1


(a) In which cases the assumption of normality with the same variance can be justified by the

central limit theorem argument?

(b) This multiple regression setting is equivalent to the one-way ANOVA model with three
levels for the main factor. Express the corresponding three population means µ1, µ2, µ3 in terms
of the parameters of the multiple regression model.

(c) Estimate σ2 using the ANOVA approach.
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NUMERICAL ANSWERS

1a. This is an example of a pair-matched sample. The left table can be obtained from the
margins of the right table, so that the full data is given by the right table.

A D
1st Survey 944 656
2nd Survey 880 720

2nd A 2nd D
1st A 794 150 944
1st D 86 570 656

880 720 1600

1b. H0: no change in the approval of the PM’s performance between two surveys, against H1:
the approval rate has changed. Let πij be the joint probabilities for the cross-classification of 1600
pairs of answers. Then in the parametric form we an write H0: π12 = π21 and H1: π12 6= π21.

Since the categorical data is paired, we apply the McNemar test. Observed test statistic

X2 = (150−86)2
150+86 = 17.35. The square root of this is larger than 4, which implies that we should

reject the null hypothesis at 1% significance level. The aproval rate went down during the 6 month
period.

1c. To estimate the odds ratio

∆ =
odds(A|1st survey)

odds(A| 2nd survey)
=
P (A1)P (D2)

P (D1)P (A2)
,

we use the left table

∆̂ =
944× 720

656× 880
= 1.18.

The odds of approval in the first survey were 1.18 higher than the odds of approval in the second
survey.

2. The student is confused about the meanings of the p-value on one hand, and the power
of the test on the other hand. Suppose the null hypothesis of interest is no difference for two
paired samples. To compare the powers of the three tests, one could simulate many samples from
a distribution for the differences with a non-zero median. The test rejecting the null hypothesis
most often (assuming the same significance level) will have the highest power.

3a. Plotting the ordered data [-1.76;-0.36; 0.58; 1.42; 2.36; 3.76] on y-axis against normal dis-
tribution quantiles [-1.38; -0.675; -0.21; 0.21; 0.675; 1.38] on the x-axis you will get a straight line
y = 1 + 2x.

3b. The sample standard error s = 1.96 is pretty close to the estimated value 2 obtained in 3a.

3c. The two-sample t-test assumes that two independent samples (X1, . . . , Xn) and (Y1, . . . , Ym)
are taken from two normal distributions with equal variance. To test this normality assumption
one may use a normal probability plot for n+m residuals (X1−X̄, . . . , Xn−X̄, Y1−Ȳ , . . . , Ym−Ȳ ).

4a. For I = 10 treatments and J = 7 observations under each treatment, we have Bonfrerroni’s
formula of the half-width

tI(J−1)(
α

I(I − 1)
)sp

√
2

J
= 0.53spt60(

α

90
)

and Tukey’s formula

qI,I(J−1)(α)sp

√
1

J
= 0.38spq10,60(α).
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With α = 5%, their ratio becomes

Tukey

Bonferroni
=

0.38× 4.65

0.53× t60(0.00055)
≈ 0.38× 4.65

0.53× 3.3
≈ 1,

where t60(0.00055) is approximated by z(0.00055) = 3.3 using the normal distribution table.

4b. The half-width of the interval that does not take account of multiple comparisons is

tI(J−1)(
α

2
)sp

√
2

J
= 0.53sp × 2.00

so that
Tukey

single pair
=

0.38× 4.65

0.53× 2.00
= 1.67.

Without taking account of multiple comparisons the CI is much narrower producing an excess of
false positive results.

5a. A prior beta-distribution
g(p) ∝ pa−1(1− p)b−1

and a geometric likelihood function

f(k|p) = p(1− p)k

give a posterior beta-distribution

h(p|k) ∝ g(p)f(k|p) ∝ pa(1− p)b+k−1.

The udating rule for the parameters of the beta distributions is

a′ = a+ 1, b′ = b+ k.

For several observations k1, . . . , kn, the updating rule becomes

a′ = a+ n, b′ = b+ k1 + . . .+ kn.

5b. For the given data the updating rule is

a′ = a+ 5, b′ = b+ 14.

Since we are not given parameters for the prior we will use the non-informative Beta(1,1) distri-
bution. The mean of the prior beta-distribution is µ = a

a+b = 1
2 , and variance is

σ2 =
µ(1− µ)

a+ b+ 1
=

1

12
= 0.083.

The mean of the posterior beta-distribution is µ′ = 6
21 , and the variance is much smaller

(σ′)2 =
(6/21)(15/21)

22
= 0.009.

5c. A posterior mean estimate for p is p̂PME = µ′ = 6
21 = 0.29.

6a. The normality assumption can be justified in the case when the noise value is the sum of
many independent and relatively small factors. Equal variance is realistic if the external factors
are more or less the same across the three different experiments.
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6b. From the given design matrix we obtain

µ1 =EY1 = EY2 = EY3 = β0,

µ2 =EY4 = EY5 = EY6 = β0 + β1,

µ3 =EY1 = EY2 = EY3 = β0 + β2.

6c. We estimate σ2 using the formula s2p = MSE = SSE

dfE
. From the data

y1 = 1.7, y2 = 1.9, y3 = 6.1, µ̂1 = 3.23;

y4 = 13.6, y5 = 19.8, y6 = 25.2, µ̂2 = 19.53;

y7 = 13.4, y8 = 20.9, y9 = 25.1, µ̂2 = 19.3;

we find

SSE =

3∑
j=1

(yj − µ̂1)2 +

6∑
j=4

(yj − µ̂2)2 +

9∑
j=7

(yj − µ̂3)2 = 153.4.

Since dfE = 3 · (3− 1) = 6, we conclude s2p = 153.4
6 = 25.6.


