
Tentamentsskrivning: Statistisk slutledning 1

Tentamentsskrivning i Statistisk slutledning MVE155/MSG200, 7.5 hp.

Tid: 19 mars 2019, kl 14.00-18.00
Examinator och jour: Serik Sagitov, tel. 031-772-5351, rum H3026 i MV-huset.
Hjälpmedel: Chalmersgodkänd räknare, egen formelsamling (fyra A4 sidor).
CTH: för “3” fordras 12 poäng, för “4” - 18 poäng, för “5” - 24 poäng.
GU: för “G” fordras 12 poäng, för “VG” - 20 poäng.
Inclusive eventuella bonuspoäng.

———————————————————————
Partial answers and solutions are also welcome. Good luck!

1. (5 points) A sample (x1, . . . , xn) was taken from a stratified population consisting of k strata
of relative sizes (w1, . . . , wk). The n observations were allocated among different strata as follows

n = n1 + . . .+ nk.

For the given allocation (n1, . . . , nk), consider the pooled sample mean

x̄p =
n1x̄1 + . . .+ nkx̄k

n
,

where x̄j is the mean for the subsample taken from the stratum j. We assume that the k subsam-
ples are mutually independent iid-samples taken from the respective strata.

(a) Show that x̄p is a biased estimate of the population mean µ, with the bias size

Bias = E(X̄p − µ) =

k∑
j=1

(
nj

n − wj)µj ,

where (µ1, . . . , µk) are the strata means.

(b) Assume that all strata have the same variance σ2
j = σ2. Verify the following formula for

the mean square error

MSE = E[(X̄p − µ)2] = (Bias)2 + σ2

n .

(c) If (n1, . . . , nk) is a random allocation of n observation, then x̄p becomes a sample mean x̄
for an iid-sample. Explain why despite (a), the estimate x̄ is unbiased.

2. (5 points) An iid-sample from the normal distribution N(µ, σ2)

124.9, 113.3, 114.5, 121.2, 123.7, 127.7, 128.2, 124.0, 124.6, 124.9,
124.9, 125.1, 125.5, 130.2, 125.9, 126.8, 128.3, 122.9, 128.5, 105.3,

produces the following summary statistics∑
xi = 2470.4,

∑
x2i = 305829.0.

(a) Find method of moments estimates µ̃ and variance σ̃2 for the population mean µ and
variance σ2.

(b) Are the point estimates µ̃ and σ̃2 unbiased? If not, compute the bias in terms of µ, σ2, and
sample size n.

(c) Explain why the method of moments produces consistent estimates for a broad set of para-
metric distributions.
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3. (5 marks) An iid-sample (x1, . . . , xn) was taken from a continuous population distribution
with median m. Consider its ordered version (x(1), . . . , x(n)).

(a) For a given k, show that

P(X(k) < m) = P(Y ≥ k),

where Y has distribution Bin(n, 12 ).

(b) Let n = 10. The binomial distribution table then gives

P(Y ≤ 8) = 0.989, P(Y ≤ 9) = 0.999.

The interval (x(2), x(9)) can be treated as a confidence interval for the median. Using (a), find the
exact confidence level of this interval estimate for the median.

(c) In the large sample case, we get an approximate 95%confidence interval for the median of
the form (x(k), x(n−k+1)), where k is found as

k ≈ n
2 − 0.98

√
n+ 0.5.

Explain this formula.

4. (5 points) To study the effect of cigarette smoking on platelet aggregation, Levine (1973)
drew blood samples from 11 individuals before and after they smoked a cigarette and measured
the extend to which the blood platelets aggregated. Platelets are involved in the formation of blod
clots, and it is known that smokers suffer more often from disorders involving blood clots than do
nonsmokers. The data are shown in the following table, which gives the maximum percentage of
all the platelets that aggregated after being exposed to a stimulus.

Before smoking After smoking
25 27
25 29
27 37
44 56
30 46
67 82
53 57
53 80
52 61
60 59
28 43

(a) Suppose that the difference (After smoking – Before smoking) is normally distributed with
an unknown mean µ and known standard deviation σ = 10. Assuming a normal prior N(µ0, σ

2
0)

for the mean difference µ with µ0 = 5, and σ0 = 100, compute the posterior distribution for µ.

(b) How would you justify the choice of a large value for σ0?

(c) How can one find quantiles of the normal distribution using the attached t-distribution
table? Illustrate by finding the 0.9995-quantile of the standard normal distribution.

(d) Compute a 95% credibility interval for µ. Would you reject the null hypothesis of no dif-
ference?
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5. (5 points) Three different varieties of tomato and four different plant densities (10, 20, 30,
and 40 thousand plats per hectar) are being considered for planting in a particular region. To see
whether either variety or plant density affects yield, each combination of variety and plant density
is used in three different plots, resulting in the data on the yield averaged over three replications

10 20 30 40 Mean
Variety 1 9.20 12.43 12.90 10.80 11.33
Variety 2 8.93 12.63 15.1 12.77 12.21
Variety 3 16.30 18.10 19.93 18.17 18.13

Mean 11.48 14.39 15.78 13.91 13.89

(a) Using the table draw a graph with three profiles and make your preliminary conclusions.
What does the graph say about the interaction effect?

(b) The following values of sum of squares are given: 327.60 for tomato varieties, 8.03 for in-
teraction, and 460.36 for the total sum of squares. Apply three relevant F-tests and present your
findings.

(c) Explain how would you verify the key assumption of normality for the F-tests using all 36
yield values.

6 (5 marks) A study was conducted to determine a woman’s risk of transmitting HIV to her
unborn child. A sample of 114 HIV-infected women who gave birth to two children found that
HIV infection occurred in 19 of the 114 older siblings and in 20 of the 114 younger siblings.

Older sibling Younger sibling
HIV 19 20
no HIV 95 94
Total 114 114

(a) Denote by p1 the probability of HIV infection for older siblings, and by p2 the probability
of HIV infection younger siblings. Find an unbiased estimate of the difference p1 − p2. Why is it
unbiased?

(b) The following table presents the data in a different format

Younger sibling HIV Younger sibling no HIV
Older sibling HIV 2 17
Older sibling no HIV 18 77

Explain in which way this table is more informative than the first one. Connect to the underlying
joint and marginal distributions.

(c) Apply an appropriate test to verify whether the probability of HIV infection is the same
for older siblings as it is for younger siblings.
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Chi-square distribution table
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Critical values of t-distribution
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Critical values of F-distribution for α = 1%
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NUMERICAL ANSWERS

1a. The statement follows from

µ = w1µ1 + . . .+ wkµk

and

E(X̄p) =

k∑
j=1

nj

n E(X̄j) =

k∑
j=1

nj

n µj .

1b. In view of
E(Y 2) = Var(Y ) + (EY )2,

we get
E[(X̄p − µ)2] = Var(X̄p − µ) + (E(X̄p − µ))2.

Given σ2
j = σ2, we have

Var(X̄p − µ) = Var(X̄p) =
n21Var(X̄1) + . . .+ n2kVar(X̄k)

n2
=
n1σ

2 + . . .+ nkσ
2

n2
= σ2

n ,

so that
MSE = E[(X̄p − µ)2] = (Bias)2 + σ2

n .

1c. With a random allocation, the sample sizes nj are random with E(nj) = nwj . The bias
formula in 1 (a) is conditional on the allocation (n1, . . . , nk). The averaging over possible random
outcomes (n1, . . . , nk) removes the bias.

2a. We have two sample moments

x̄ = 2470.4
20 = 123.52, x2 = 305829

20 = 15291.45.

Method of moments estimates for the mean µ is

µ̃ = x̄ = 123.52,

and for the variance σ2 = E(X2)− µ2 is

σ̃2 = 15291.5− (123.5)2 = 34.26.

2b. Estimate µ̃ is unbiased, while σ̃2 is biased. We have

E(σ̃2) = E(X2)− E(X̄2) = E(X2)−Var(X̄)− (E(X̄))2 = σ2 − σ2

n = n−1
n σ2.

So the bias is equal to

E(σ̃2)− σ2 = −σ
2

n .

2c. By the law of large numbers,

x̄→ E(X), x2 → E(X2), n→∞,

and therefore, the method of moments based on a continuous function

θ = g(E(X),E(X2)),

produces a consistent estimate
θ̃ = g(x̄, x2).

3a. An iid-sample (x1, . . . , xn) was taken from a continuous population distribution with median
m. Consider its ordered version (x(1), . . . , x(n)). For a given k, the event {X(k) < m} means that
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at least k sample values fell below the median m. If Y stands for the number of sample values
below m, then we get

{X(k) < m} = {Y ≥ k}.

It remains to show that Y has distribution Bin(n, 12 ). This follows from the fact that each observa-
tion Xi is smaller than m with probability 1

2 , and Y is the number of successes in such n Bernoulli
trials.

3b. Let n = 10. The binomial distribution table then gives

P(Y ≤ 8) = 0.989, P(Y ≤ 9) = 0.999.

The interval (x(2), x(9)) can be treated as a confidence interval for the median. Using 3a, we get

P(X(2) ≥ m) = P(Y < 2) = P(Y > 8) = 1− 0.989 = 0.011,

and
P(X(9) > m) = P(X(9) ≥ m) = P(Y < 9) = P(Y ≤ 8) = 0.989.

Therefore,

P(X(2) < m < X(9)) = P(m < X(9))− P(X(2) ≥ m) = 0.989− 0.011 = 0.978,

giving the exact confidence level of this interval estimate for the median to be 97.8%.

3c. We have due to the normal approximation with a continuity correction

0.025 ≈ P(Y < k) = P(Y ≤ k − 1) ≈ Φ(
k− 1

2−
n
2√

n
2

),

which leads to the equation

−1.96 =
k− 1

2−
n
2√

n
2

.

Thus k kan be found as
k ≈ n

2 − 0.98
√
n+ 0.5.

4a. We assume that differences Di ∼ N(µ, (10)2), i = 1, . . . , 11, where µ ∼ N(5, (100)2). The
observed differences

Before smoking After smoking di
25 27 2
25 29 4
27 37 10
44 56 12
30 46 16
67 82 15
53 57 4
53 80 27
52 61 9
60 59 -1
28 43 15

give
d̄ = 113

11 = 10.27.

Using the normal-normal conjugate prior formula we find the posterior distribution to be normal
N(γnµ0 + (1− γn)d̄; γnσ

2
0) with

γn =
σ2

σ2 + nσ2
0

= 0.00091.
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The normal posterior has the mean close to 10.27 and the variance 9.08.

4b. The large variance for the prior reflects our lack of prior knowledge about the mean differ-
ence. The resulting distribution density curve is flat as an informative prior.

4c. Since the t-distribution with k degrees of freedom is asymptotically normal as k →∞, we
find from the t-distribution table that

Φ−1(0.9995) = 3.291.

4d. A 95% credibility interval

Jµ = 10.27± 1.96
√

9.08 = 10.27± 5.91.

It is far from covering 0, so we can reject the null hypothesis of no difference.

5a. Variety 1 has higher yields over all densities. There is an indication of interaction as the
lines are not parallel.

9

10

Plant density

Yield

20

12

1515

18

21

30 40

5b. The sum of squares for densities is computed as

3 · 3 · [(11.48− 13.89)2 + (14.39− 13.89)2 + (15.78− 13.89)2 + (13.91− 13.89)2] = 86.68.

This allows us to fill in the ANOVA table

Source of variation SS df MS F
Varieties 327.60 2 163.8 103.0
Density 86.68 3 28.9 18.2
Interaction 8.03 6 1.34 0.8
Errors 38.05 24 1.6
Total 460.36 35

Using the table for critical values for the F-distribution we find for α = 0.01

F2,24 = 5.61, F3,24 = 4.72, F6,24 = 3.67.

Conclusions: 1) we reject the null hypothesis of no variety effect, 2) we reject the null hypothesis
of no density effect, 1) we do not reject the null hypothesis of no interaction.

5c. We compute 36 residuals yijk − ȳij· and check the normality assumption using a normal
probability plot.

6a. We have a paired sample of size n = 114. The difference between two population proportions
p1 − p2 is estimated by the difference of two sample proportions

p̂1 − p̂2 = 19
114 −

20
114 = − 1

114 = −0.0088.
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This is an unbiased estimate because despite the dependence between p̂1 and p̂2 we have

E(P̂1 − P̂2) = E(P̂1)− E(P̂2) = p1 − p2.

6b. The new table contains more information

Younger sibling HIV Younger sibling no HIV Total
Older sibling HIV 2 17 19
Older sibling no HIV 18 77 95
Total 20 94 114

so that the previous table is recovered by computing the totals. The relationship between them is
similar as the relationship between the underlying joint and marginal distributions.

6c. We apply the McNemar test for the matched pair design. The observed test statistic is
(18−17)2

18+17 = 0.03. Using the table for χ2
1-distribution we see that the p-value is much large than

10%. We do not reject the null hypothesis of no difference between the probabilities of HIV infection
for older and younger siblings.


