Lecture 2 Markov chains

Markov chains - an example

1. Introduce Markov chains as done in the book, via the example with a random
walker.
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Figure 1: A simple random Walker in a very small town.

2. Present concepts as

(@) the Markovproperty
(b) time homogeneity
(c) transition matrix
(d) transition graph

3. Properly define a Markov chain, def. 2.1 in the book.

Definition 2.1 Markov chain

Let P be a k x k-matrix with elements { P;; :i,j = 1,..k } A random process
(Xo,X1,...) with finite state space S = {s1, s2,...,s;} is said to be a (homogenous)
Markov chain with transition matrix P if for alln, alli,j € {1, ..., k} and allig, ...,in—1 €
{1, ...,k} we have

I[D(Xn+1 = Sle() = i(),X1 = il, ...,Xn,1 = infl,Xn = Z) = P(Xn+1 = S]|Xn = Z) = f’z’,j

4. Present and prove theorem 2.1.

Theorem 2.1
For a Markov chain (X, X1, ...)with state space S = {s1, 32, ..., 8¢}, initial distribution
% and transition matrix P, we have for any n that the distribution ;™ at any time
n satisfies
u™ = 40 pn

Proof :
We use induction. Base case : n =1. For any j € {1,...,k}

k
p,§1) = P(Xl = Sj) = ZP(XO = Si,Xl = Sj)

i=1
k

k
= Y P(Xo=s)P(Xq=s5lXo=s) = Y u’Py=u"P),
i=1

i=1
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This is true for any j € {1, ...,k} and this (") = O P,

Induction hypothesis: Assume the statement is true for n = m

k

Ng’m_H) = PXmp1=s5) = Z]P(Xm = 8i, Xm41 = 8;)
k =t k

= ) P(Xm = 5)P(Xppa1 = 55| X = 5;) = Zuim)Pi,j = (W™ P);
=1 =1

So we have p(m+Y) = (M P, According to the induction hypothesis u(™ = p(® pm
so we get
u(ﬂ‘H—l) — /J’(m)P — M(O)PmP — /,I,(O)Pm+1

and we are done. O

5. Recommended home work : problem 2.7, 2.8
A serious attempt to understand the problem is enough.
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Problem 2.1

Consider the Markov chain in figure 1, with transition matrix P, initial distribution z(®)
given by the following.

0 1/2 0 1/2
1/2 0 1/2 0
0 1/2 0 1/2
1/2 0 1/2 0

w9 = (1,0,0,0)

(a) Compute the quare P? of matrix P. How do we interpret P? ?

(b) Prove by induction that

/N
P
N —
N~

), ifn=1,35,..

11
((—,0,—,0), ifn=2,4,6,...

Solution First take a look at the transition graph for the random walk.
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We compute P? ...

0 1/2 0 1/2 0 1/2 0 1/2 12 0 1/2 0
po_| 12 0 12 0 12 0 1/2 0o | _| o 1/2 0 1/2
| o 172 0 1/2 0 1/2 0 1/2 |~ |12 0 1/2 o0
/2 0 1/2 0 /2 0 1/2 0 0 1/2 0 1/2

The interpretation of P? is the following. Given the Markov chain for the random walker,
if we just look at every second time point we get at chain having P? as transition matrix.
The transition graph is the following.

12 1/2

@

1/2
12 ‘
e
12 12
Now to proving the statement in (b) by induction. Base step We compute P? ...
0 1/2 0 1/2

1 1\[ 12 0 1/2 0 1 1
W, 0p— (0Ll _ (1,1
=R f)"(0’2’0’2) 0 1/2 0 1/2 "(2’0’2’0>

1/2 0 1/2 0

3
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Assume the statement is true forn = k. Case 1, k=2[+1 ...

0 1/2 0 1/2

11 /2 0 1/2 0 11
@2+1) — 0 p2i+1 —_ (0O p2\p — [ = o = = —~0,=
% p’ P (pPE)P (2,0,2,0) 0 12 0 12 (0, ,0, )

1/2 0 1/2 0
Case 2, k=2[...

0 1/2 0 1/2

11 /2 0 1/2 0 11
(21+2) (0) p2i+2 (0) p2i+1 - - = (= _
w = pOp2+2 = (,Op )}’_.(0,2,0,2> 0 12 0 12 ( 0, 0)

/2 0 1/2 0

So for every n > 1 the statement is true.
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Problem 2.3

Consider example 2.1 (the Gothenburg weather), and suppose the markov chain starts
on a rainy day, so that (% = (1,0)

(a) Prove by induction that

) = (

(b) What happens to u(” when n tends to infinity?

(427, s0-27) )

DN | =

for every n.

Solution We have the markov chain with the following transition graph.
3/4 3/4

1/4
— Ta
S E- N
(rain) \y4/ (sunshine)

We have the following transition matrix

P=(1i )

pV = 4 Op = (1,0) ( ‘;’fi ;ﬁ; ) - (Zi)

Which is correct since

o= (e o) ()

Induction step. Assume the statement is true for n = &

Base step:

pk) =k p

e o) (3 )

(+279+50-2), o+ + a2

N =

co| w

| w
+

DN =
+
—
| =
|
—
N——

1 _ 1 _
(5(14—2 (lc+1))7 §(1_2 (k+1)))
Asn — o0
1 1 11
; (n) — 13 z -n Z(1_-9 " e
g, #7= l (251” ) 322 2) (3:3)
—1 —1

So the distribution (™ converges towards (1/2,1/2) as n tends to infinity.



