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Abstract

In this thesis we study various aspects of the problem of finding rational lin-

ear spaces on hypersurfaces. This problem can be approached by the Hardy–

Littlewood circle method, establishing a Local-Global Principle provided that

the hypersurface is ‘sufficiently non-singular’ and the number of variables is

large enough. However, the special structure of the linear spaces allows us to

obtain some improvement over previous approaches. A generalised version is

also addressed, which allows us to count linear spaces under somewhat more

flexible conditions.

We then investigate the local solubility. In particular, by adopting a new

approach to the analysis of the density of p-adic solutions arising in applications

of the circle method, we show that under modest conditions the existence of

non-trivial p-adic solutions suffices to establish positivity of the singular series.

This improves on earlier approaches due to Davenport, Schmidt and others,

which require the existence of non-singular p-adic solutions.

Finally, we exhibit the strength of our methods by deriving unconditional

results concerning the existence of linear spaces on systems of cubic and quintic

equations.
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Notation

Although we believe that most of our notation is self-explanatory, we would

like to recall a few items that will be used throughout the thesis.

We will follow the usage in analytic number theory in writing e(x) = e2πix

for the exponential function. In a similar vein, whenever the letter ε occurs,

the respective statement is true for all ε > 0. We will therefore not trace the

particular ‘value’ of each ε, which can consequently change from statement

to statement. Furthermore, whenever we write
∑b

n=a f(n) where b is not an

integer, the sum is to be understood to mean
∑

a≤n≤b f(n).

We will abuse vector notation extensively, so any statement involving vec-

tors should be read entrywise. In this vein we will write |x| ≤ P to mean

|xi| ≤ P for all entries i. Similarly, the greatest common divisor (a,x) is to be

read as the greatest common divisor (a, x1, . . . , xn) of a and all entries of x.

Finally, the Vinogradov and Landau symbols will be used throughout. Thus

when for two functions f(x) and g(x) there exists a constant C such that

|f(x)| < C|g(x)| for all values x, we will write f(x) = O(g(x)) or, more

concisely, f(x) � g(x). If additionally g(x) � f(x), this will be written as

f(x) � g(x). Furthermore, we write f(x) = o(g(x)) if f(x)/g(x) → 0 as

x→∞ and f(x) ∼ g(x) if f(x)/g(x)→ 1 as x→∞.
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Chapter 1

Introduction

1.1 Linear spaces on hypersurfaces

In this thesis we consider a wide range of questions connected to the problem of

finding linear spaces on hypersurfaces. Most generally, for a given set of forms

ψ(1), . . . , ψ(R) ∈ Z[t1, . . . , tm] of degree d, we are interested in representations

of the shape

F (ρ)(t1x1 + . . .+ tmxm) = ψ(ρ)(t1, . . . , tm), 1 ≤ ρ ≤ R,

by general forms F (1), . . . , F (R) ∈ Z[x1, . . . , xs] of the same degree. This is a

generalisation of the classical problem of solving polynomial equations in the

integers, which has been studied since antiquity but still remains of interest

today, in particular since Matijasevič [45], using ideas of Robinson [55], ruled

out any possibility of algorithmically determining whether a given equation

has integer solutions. Nonetheless, research has continued to determine sol-

ubility for as large a class of polynomials as possible. One method that has

proved particularly successful over the years is the Hardy–Littlewood circle

method, which is a very versatile instrument relying on Fourier analysis. First

developed in order to thoroughly understand a specific class of equations, it

has been generalised to a wide range of polynomials and has not yet exhausted

its potential.
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1.2. History: Waring’s Problem

In this thesis, we present an adaptation of the circle method to the linear

spaces problem. It turns out that it is possible to capture the structure of the

linear space and exploit it, thus gaining much better control over the problem

than in earlier approaches. The main theorem can be modified so as to extend

to spaces whose generators are subject to varying size restrictions, thus adding

in flexibility and opening the door for a number of potential applications.

Two of the main obstacles in the implementation of the method are ad-

dressed separately. Firstly, the method relies on the fact that, if an equation

is expected to be soluble over Q, it should certainly have solutions in all fields

containing Q, but it has proved frustratingly difficult to show that this neces-

sary condition is satisfied. We obtain some improvement in the treatment of

this problem by using a geometric argument that allows us to exclude some

difficult cases. Secondly, the circle method fails when the system of the F (ρ)

is too singular, and even though methods have been developed to address this

problem, they are either very costly or very technical and specific to certain

special cases. However, with our improved bounds in the application of the

circle method, we are able to make some headway in this direction.

1.2 History: Waring’s Problem

One of the most lasting topics in mathematics, and simultaneously one of its

most influential driving forces, is the theory of solving equations. The first

attempts to methodically do so are lost in the mists of time, but there is

evidence that all ancient civilisations have been developing algorithms to this

purpose, and indeed the modern name of diophantine equations designating a

polynomial equation over the integers goes back to the Greek mathematician

Diophantus of Alexandria, author of the oldest surviving textbook1 on the

topic and known in popular science through his supposed epitaph encoding his

1The book owes its lasting importance not least to its most famous reader Pierre de
Fermat, who postulated his famous Last Theorem in a marginal note in his copy of the
Arithmetica.
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Chapter 1. Introduction

age in a mathematical riddle1.

Early modern age saw a new surge in the study of diophantine equations.

In the late 18th century, Edward Waring [71, p. 349] formulated a series of

mathematical statements, including the following.

Omnis integer numerus vel est cubus, vel e duobus, tribus, 4, 5, 6, 7, 8,

vel novem cubis compositus, est etiam quadrato-quadratus vel e duobus, tribus,

&c. usque ad novemdecim compositus, & sic deinceps.

Every natural number is either a cube or composed of two, three, 4, 5, 6,

7, 8, or nine cubes; it is also a biquadrate or composed of two, three, &c. up

to nineteen biquadrates, & so forth.2

The original list does not contain any proofs, but whereas proofs for all the

other claims have been subsequently supplied, this one has proved elusive. In

fact, it was not until 1909 that Hilbert [33] succeeded in establishing that the

number of k-th powers needed in order to write any natural number n as a

sum of such powers is finite. The argument he used leads to an existence proof,

but fails to supply satisfactory upper bounds on the number of k-th powers

required, so the focus turned towards the challenge of obtaining a quantitative

understanding of the problem.

Definition 1.1. The number g(k) is defined to be the smallest integer g with

the property that for every natural number n and for every s ≥ g the equation

n = xk1 + xk2 + . . .+ xks (1.2.1)

has a solution (x1, . . . , xs) in the non-negative integers.

The values provided by Waring have subsequently been confirmed. In 1908,

Wieferich [72] proved3 that g(3) = 9, and in 1986 Balasubramanian, Des-

houillers and Dress [4, 5] confirmed that g(4) = 19. For the sake of complete-

1The original version is recorded in the Anthologia Graeca [53, 14.126].
2Translation by the author.
3A gap in his proof was filled by Kempner [38].
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1.2. History: Waring’s Problem

ness we mention that g(2) = 4 is Lagrange’s Theorem and has been known

since 1770. More in general, a fairly straightforward argument shows that

g(k) ≥

[(
3

2

)k]
+ 2k − 2, (1.2.2)

and one probably has equality (see [68, Chapter 1] for the argument and ref-

erences).

However, it became also apparent that these values are attained only a finite

number of times. In the case of k = 3 this was pointed out by Landau [39] as an

immediate reaction to Wieferich’s work, and eventually Linnik [43] succeeded

to show that all but finitely many integers can be written as a sum of at most

seven cubes. Similar results have been established for k = 4. This phenomenon

seems to indicate that the large bounds on g(k) given in (1.2.2) arise from size

restrictions rather than the actual number theoretic structure of the problem

and reflect the fact that, if n is very small, the xi can take only a very limited

number of values, thus imposing a large measure of rigidity on the problem. It

is therefore more natural to ignore those anomalies and instead consider the

number of k-th powers needed to represent every large enough integer.

Definition 1.2. The number G(k) is defined to be the smallest integer g with

the property that there exists an integer N such that for every natural number

n ≥ N and for every s ≥ g the equation (1.2.1) has a solution (x1, . . . , xs) in

the non-negative integers.

Obviously we have G(k) ≤ g(k), while elementary methods yield a lower

bound of G(k) ≥ k+ 1. It may be noteworthy that, whereas the quantity g(k)

is by now almost completely understood (see [68, Chapter 1]), the only k for

which exact values of G(k) have been established are G(2) = 4 by Lagrange’s

Theorem and G(4) = 16 due to Davenport [12]; even for k = 3 all that is

currently known is 4 ≤ G(3) ≤ 7.

Regarding higher powers, the most efficient tool is the circle method, which

gives estimates on the number Rs,k(n) of solutions of (1.2.1). This was in

5



Chapter 1. Introduction

its original shape first conceived in 1916 by Hardy and Ramanujan [30] and

applied to Waring’s problem a few years later by Hardy and Littlewood [28];

in its modern shape it goes back to a more tractable reformulation due to

Vinogradov [70] from 1928. Notice that, since all numbers involved are positive,

the xi cannot exceed P = [n1/k] if we want (1.2.1) to hold. On the other hand,

if all the variables x1, . . . , xs are constrained within some box [1, P ]s, one has

P s possible inputs, while the values that can be taken lie all inside the interval

[s, s·P k], so every integer n inside this interval should on average be hit roughly

P s−k times. Thus one would expect an asymptotic formula of the shape

Rs,k(n) � P s−k � ns/k−1. (1.2.3)

We let G̃(k) be the least number of variables required so that (1.2.3) holds.

Asymptotic formulae of the shape (1.2.3) have first been established by Hardy

and Littlewood in 1920 [28], and they supplied the bound G̃(k) ≤ (k−2)2k−1+5

in subsequent work [29]. This result has been subject to numerous improve-

ments over the years (for the history we refer to [69]), of which we mention

the classical bound of G̃(k) ≤ 2k + 1 due to Hua [37], which features in most

textbooks on the circle method, and the very latest result by Wooley [79, Cor.

1.7], which establishes G̃(k) ≤ 2k2 − 2k − 12.

For the sake of completeness we remark that better results for G(k) can

be obtained by counting only those solutions that are particularly easy to

count, thus bounding Rs,k(n) away from zero. This idea has been pursued

in various guises, and the derived bounds are generally of a magnitude of

G(k) � k log k with gradual improvements on the implied constant and the

error terms. Again we do not give details of the history and refer instead to

sources such as Vaughan’s and Wooley’s survey article [69] or the extensive

bibliography in Vaughan’s book [68], but the best bound currently known is

given by

G(k) ≤ k

(
log k + log log k + 2 +O

(
log log k

log k

))
.

and is due to Wooley [73, Theorem 1.4].
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1.3. Forms in many variables

1.3 Generalisations of Waring’s problem (1):

Forms in many variables

It is a natural question to ask whether results similar to those described above

generalise to more general polynomials, or indeed whether there are statements

one can make that apply to the widest possible range of polynomials and

systems of polynomial equations. For homogeneous problems, the question is

therefore under what conditions one can show that the number of zeros obeys

an asymptotic formula similar to the one given in (1.2.3). We remark at this

point that we will follow the convention and denote the degree by the letter d

in the setting of general forms, whereas in the situation of diagonal forms it is

traditionally denoted by k.

A major difference between Waring’s problem and the treatment of the

general situation is that, whereas the Waring equation is non-singular, a general

form may be highly singular, and this has an effect on the possible number of

solutions, as is easily seen by considering a system of forms that are linearly

dependent, or also degenerate forms such as x1(xd−1
2 +. . .+xd−1

s ). This indicates

that it may be useful to exclude cases that are too singular.

Definition 1.3. The relative number of variables s∗ of a system F (1), . . . , F (R)

of forms is defined as the difference between the absolute number s of variables

and the dimension of the singular locus1 associated to F which is given by

V =

x ∈ Cs : rank

(
∂F (ρ)(x)

∂xi

)
1≤i≤s
1≤ρ≤R

≤ R− 1

.
The following is a theorem by Birch [8], following in the wake of work on

cubic forms by Davenport [13–15]. Birch’s Theorem has later been generalised

1Our definition of a singular locus is that of Birch [8], contrary to the usage in algebraic
geometry, where the singular locus is given by Singalg-geom(F) = V ∩ {F(x) = 0}. It is
therefore better to think of V as the set of potentially singular points, so that the singular
locus as defined in algebraic geometry contains all those potentially singular points that
actually lie on the variety. Note that the two notions coincide when R = 1, and in general
one has dimV ≤ dim Singalg-geom(F) +R− 1.

7



Chapter 1. Introduction

by Schmidt [62]. Consider an R-tuple of forms F (1), . . . , F (R) ∈ Z[x1, . . . , xs]

of degree d and denote by N
(d)
s,R(P ) the number of |x| ≤ P that solve the

simultaneous equations F (1)(x) = . . . = F (R)(x) = 0.

Birch’s Theorem. Let F (1), . . . , F (R) be a set of forms of equal degree d in s

variables, and suppose that

s∗ > 2d−1(d− 1)R(R + 1).

Then the number N
(d)
s,R(P ) of simultaneous zeros of F (1), . . . , F (R) contained in

[−P, P ]s is given by

N
(d)
s,R(P ) = P s−Rdχ∞

∏
p prime

χp +O(P s−Rd−δ)

for some δ > 0, where the constants χ∞ and χp are non-negative and encode

the real and p-adic solubility, respectively.

The number of variables required in this theorem is roughly on par with the

classical approach to Waring’s problem by the circle method (see Hua [37]), and

indeed all of the later work on diagonal equations such as Waring’s problem

depends crucially on the very simple shape of the problem and will therefore

not be applicable in more general situations. Here, on the contrary, we are

confronted with a plethora of possible polynomials, and indeed the strength of

Birch’s theorem is the wide range of its applicability, even allowing for small

singularities. Note that for highly singular polynomials the statement of the

theorem is not true.

One should notice that there are some improvements to Birch’s treatment.

In 1983, Heath-Brown [31] was able to prove that every non-singular cubic

form in at least ten variables has a non-trivial zero. Ten variables is also the

barrier required to ensure that a cubic form has solutions in all p-adic fields,

as has been shown by Lewis [40]. Nonetheless, Heath-Brown’s result has been

further improved by Hooley [34], who could show that any non-singular form

in at least 9 variables, now subject to local solubility, possesses a non-trivial

8



1.3. Forms in many variables

zero, and who very recently [35] was able to lower the barrier even to eight,

conditionally on a suitable form of the Riemann hypothesis for Hasse–Weil L-

functions. This is quite a remarkable achievement in the light of the fact that

even in the diagonal case we still need at least seven variables to represent zero

(Baker [3, Theorem 1]).

Since Birch’s Theorem is very central to this thesis, we try to describe

some key elements of its proof. The method used is a version of the Hardy–

Littlewood circle method and has been adapted to more general polynomials

by Davenport [13–15] and Birch [8]. The method hinges on the fundamental

Fourier-theoretic identity that for all intergers x one has

∫ 1

0

e2πiαxdα =

1 if x = 0,

0 else.

Replacing x by a polynomial F (x) yields an indicator function on the solutions

x of the equation F (x1, . . . , xs) = 0, and by summing over all possible inputs x

in a given box [−P, P ]s one obtains an expression for the number of solutions

given by

N
(d)
s,1 (P ) =

∑
−P≤x≤P

∫ 1

0

e (αF (x1, . . . , xs)) dα. (1.3.1)

By writing

T (α) =
∑

−P≤x≤P

e (αF (x1, . . . , xs)),

Equation (1.3.1) takes the shape

N
(d)
s,1 (P ) =

∫ 1

0

T (α)dα.

The strategy is now to understand the size of T (α) for various values of α.

Notice that e(αF (x)) = 1 whenever αF (x) is an integer, so if α is a rational

number with small denominator q, say, the value of F (x) will be divisible by

q for fairly many (roughly P s/q) values x1, . . . , xs, so the size of |T (α)| will

be comparatively large. On the other hand, as the denominator of α increases,

9



Chapter 1. Introduction

the values of e(αF (x)) get more and more equidistributed on the unit circle,

and one expects a lot of cancellation to happen as one averages over all x in

the box [−P, P ]s. By consequence, the contribution from these α should be

negligible. This dichotomy can be exploited by dividing the unit interval into

two sets that respect the different behaviour of T (α) with respect to α, namely

the major arcs M of all α close to a rational number with a small denominator,

and the minor arcs m where |T (α)| is small. This allows us to write

N(P ) =

∫
M

T (α)dα +

∫
m

T (α)dα, (1.3.2)

where ∣∣∣∣∫
m

T (α)dα

∣∣∣∣� ∫
m

|T (α)| dα� sup
α∈m
|T (α)|

is expected to be small, while on the major arcs one should have an approxi-

mation α = a/q + β which is well-controlled.

Making this idea explicit is not easy. By Cauchy–Schwarz, one has

|T (α)|2 ≤
∑

−P≤x≤P

∣∣∣∣∣∑
h

e
(
α (F (x + h)− F (x))

)∣∣∣∣∣,
where the term in the exponential sum is now only of degree d−1 in x. Iterating

this procedure and applying the Cauchy–Schwarz inequality gradually reduces

the degree, until eventually the remaining exponential sum is linear in x. Linear

exponential sums, however, are bounded non-trivially only if the linear forms

do not vanish and the coefficient α is not close to a rational number with a small

denominator, and in this case, the quality of the upper bound is related directly

to the quality of the approximations to α. Hence, if we suppose that |T (α)|

is large, this forces α to satisfy some diophantine approximation condition. If,

on the other hand, the linear form vanishes identically, that implies that the

original form F has been highly singular from the beginning. Altogether one

obtains the following case disctinction.

Lemma 1.1 (Tripartite Weyl’s inequality, first version). For any choice of

parameters k and θ ∈ (0, 1] there are three possibilities.

10



1.3. Forms in many variables

(A) The exponential sum is bounded above by |T (α)| � P s−kθ, or

(B) there are integers q and a satisfying

q � P (d−1)θ and

∣∣∣∣α− a

q

∣∣∣∣� P−d+(d−1)θ

q
, or

(C) the singular locus associated to F has dimension at least s− 2d−1k.

The first case here corresponds to a minor arcs estimate, the second one

describes a diophantine approximation defining a set of major arcs M(θ), while

the last one occurs only if the system is highly singular and has to be excluded

by demanding that s∗ > 2d−1k. One can see that there is a tradeoff here in the

optimal choice of k and θ. It is necessary to choose θ small enough to allow a

good control of the error term on the major arcs, while k should be as small as

possible so as to not impose too harsh a condition on the number of variables.

Meanwhile, one needs kθ > d so that the contribution from the minor arcs

is smaller than the expected main term. It turns out, however, that if k is at

least as large as 2(d − 1), one can to some large extent avoid this problem

by successively pruning down the major arcs, which enables us to choose θ as

small as we like. As a consequence one has the following reformulation of the

tripartite Weyl inequality.

Lemma 1.2 (Tripartite Weyl’s inequality, second version). Let k be a pa-

rameter satisfying k > 2(d − 1), and suppose s∗ > 2d−1k. Then for any

0 < θ < d/(2(d − 1)) we may take the major arcs to be the set of all α

with a rational approximation a/q satisfying

q � P (d−1)θ and

∣∣∣∣α− a

q

∣∣∣∣� P−d+(d−1)θ

q
,

and the minor arcs contribution is given by∫
m

|T (α)|dα� P s−d−δ

for some δ > 0 depending on k and θ.
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Chapter 1. Introduction

As a consequence of (1.3.2) and Lemma 1.2 we have

N
(d)
s,1 (P ) =

∫
M

T (α)dα + o(P s−d−δ).

It therefore remains to analyse the major arcs. By writing α = a/q + β,

one can replace

T

(
a

q
+ β

)
∼ q−1

q∑
x=1

e

(
aF (x)

q

)
×
∫

[−P,P ]s
e(βF (ζ))dζ

= q−1Sq(a)× v(P, β)

with an error depending on θ that is acceptable if θ has been chosen sufficiently

small. Thus the discrete and continuous contributions can be separated and

one has ∫
M

T (α)dα ∼
P (d−1)θ∑
q=1

q−1

q∑
a=1

(a,p)=1

Sq(a)

∫ q−1P−d+(d−1)θ

−q−1P−d+(d−1)θ

v(P, β)dβ.

One can show that for k > 2(d− 1), the integral can be extended to the entire

real line, thus yielding the singular integral J(P ). Exploiting the homogeneity

of F , integration by parts yields∫
R
v(P, β)dβ = P s−d

∫
R
v(1, β)dβ,

and one observes that∫
R
v(1, β)dβ =

∫
R

∫
[−1,1]s

e(βF (ζ))dζdβ

is a (rescaled) continuous version of (1.3.1) which can be interpreted as the

density of solutions to F (x) = 0 in the real unit box.

Similarly, the sum in the first term converges for k > 2(d − 1), and its

completion is called the singular series and denoted by S. Furthermore, it

is not hard to show that Sq is multiplicative in q, which allows us to define

constants χp by writing

S =
∞∑
q=1

q−1Sq =
∏

p prime

∞∑
l=0

p−lSpl =
∏

p prime

χp.

12



1.4. The multidimensional problem

Since

L∑
l=1

p−l
q∑

a=1
(a,p)=1

Spl(a) =
L∑
l=1

pl∑
x=1

p−l
pl∑
a=1

(a,p)=1

e

(
aF (x)

pl

)
=

pL∑
x=1

p−L
pL∑
a=1

e

(
aF (x)

pL

)

is the discrete analogue of the counting function in (1.3.1) modulo pL, one sees

that for any p the quantity χp is going to be greater than zero only if the

equation F (x1, . . . , xs) = 0 has a positive density of solutions in the p-adic

numbers. Hence altogether one obtains

N
(d)
s,1 (P )P s−dχ∞

∏
p prime

χp +O(P s−d−δ),

provided that s∗ > 2d(d− 1). This proves Birch’s Theorem in the case R = 1.

It should be remarked that the method is nigh identical if the system to

be solved is of the shape F (x) = n for some integers n, as the solution n will

occur only in the final shape of the local densities χ∞(n) and χp(n).

1.4 Generalisations of Waring’s problem (2):

The multidimensional problem

Another possible generalisation of Waring’s problem is obtained by replacing

the variables xi by linear forms

Li(t) = xi,1t1 + xi,2t2 + . . .+ xi,mtm

and the integer n by a homogeneous polynomial ψ(t) of degree k. In this case

one seeks solutions L1, . . . , Ls to the equation

(L1(t))k + . . .+ (Ls(t))k = ψ(t) (1.4.1)

in (Z[t1, . . . , tm])s. Notice that for m = 1 this setup reduces to the traditional

version of Waring’s problem.

13



Chapter 1. Introduction

In a more general setting over C, this problem can be addressed with

methods from algebraic geometry and has almost completely been solved by

Alexander and Hirschowitz [1]. In particular, they proved that with a small

number of known and well-understood exceptions, every homogeneous poly-

nomial ψ(t1, . . . , tm) that can be related to a set of points in general position

(see [46] for details) has the expected number of representations as a sum of s

powers of linear polynomials, provided that

s ≥ 1

m

(
m− 1 + k

k

)
,

and this bound is sharp. Less is known for those forms that do not fulfil the

stated generality condition, and finding a lower bound for s that applies to

both general and exceptional polynomials is still an unsolved problem even

in the complex setting (see the discussion in the introduction of [54], for in-

stance). For our purposes, these results are of interest inasmuch they purvey

inherited upper bounds for the number of representations that exist over Q

as a subfield of C, but since the particular structure of Q is forfeited by the

embedding into the complex numbers, the Alexander–Hirschowitz Theorem is

unfit to deliver any real number-theoretic information.

By expanding Equation (1.4.1) and equating coefficients of t1, . . . , tm, one

sees that every linear form solving the equation translates bijectively to a point

solution x1, . . . ,xm ∈ [−P, P ]ms of a system of r equations, where

r =

(
m+ k − 1

k

)
(1.4.2)

is the number of monomials in ψ. This puts us into a situation where the

methods for systems of forms outlined in the previous section are largely ap-

plicable, and since the problem has a total of ms variables and r equations of

degree k, one expects the number of solutions of (1.4.1) to be ∼ cPms−rk with

some constant c accounting for the local solution densities. This problem has

been studied extensively by Parsell [47–51], who was able to derive a formula

14



1.4. The multidimensional problem

of the expected shape for the number of solutions of (1.4.1) provided the num-

ber of variables is large enough and derived lower bounds in other cases; the

strongest result currently available establishes an asymptotic formula under

the condition

s ≥ 2

(
k +m

m

)
(k + 1)− 2k − 1

and is due to Parsell, Prendiville, and Wooley [52, Theorem 1.4].

As is the case with Waring’s Problem, the methods employed in [52] rely

strongly on the comparatively simple geometry of the problem, so it would

be of interest to investigate the behaviour of the multidimensional version of

Birch’s Theorem where these more efficient methods break down. This gen-

eralised problem has so far been studied only in the quadratic case, where

matrix algebra, modular forms and dynamical systems provide a different set

of methods, and the only attempt to tackle this question by the circle method

is a very recent paper by Dietmann and Harvey [23]. Our first result gives a

formula for the number of representations of a homogeneous polynomial by

another homogeneous polynomial, and is the special case of a more general

theorem concerning systems of multiple equations.

Theorem 1.1. Let F ∈ Z[x1, . . . , xs] and ψ ∈ Z[t1, . . . , tm] be homogeneous

polynomials of degree d ≥ 2 and suppose that m ≥ 2. Further, let

s∗ > 3 · 2d−1(d− 1)(r + 1).

Then there exist nonnegative constants χ∞(ψ) and χp(ψ) for every prime p

such that the number Ns,ψ(P ) of solutions x1, . . . ,xm ∈ [−P, P ]ms of

F (x1t1 + . . .+ xmtm) = ψ(t1, . . . , tm) (1.4.3)

identically in t1, . . . , tm is given by

Ns,ψ(P ) = Pms−rdχ∞(ψ)
∏

p prime

χp(ψ) + o
(
Pms−rd).
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Chapter 1. Introduction

This theorem is the main result of a paper [10] and will be explained in

detail in Chapter 2. One remarks that the number of variables required bears

some resemblance to what was obtained in Birch’s Theorem. This is to be

expected, as we follow his methods to arrive at the conclusion of Theorem 1.1.

On closer inspection, however, a strict analogy would lead to a condition more

of the shape

(ms)∗ > 2d−1(d− 1)r(r + 1),

where (ms)∗ is the difference between ms and the dimension of the singular

locus of the expanded system of r equations, and indeed, this is roughly what

Dietmann and Harvey [23] obtain in the quadratic case. In our Theorem 1.1,

however, one sees that one factor of r on the right hand side has been replaced

by the absolute constant 3, so Theorem 1.1 does somewhat better than one

would originally expect. In particular, in the case d = 2 we obtain a bound of

the magnitude s � m2, which is significantly stronger than the recent result

of Dietmann and Harvey [23] which has s � m4, based on the older meth-

ods. The reason for this lies in the fact that when we expand Equation (1.4.3)

in order to reduce the problem of finding lines on a hypersurface to that of

counting point solutions of a system of equations, each pointwise equation of

the expanded system carries some of the structural information of the original

polynomial equation it is derived from, and consequently all r pointwise equa-

tions derived from the same polynomial equation are structurally very similar.

This will cause the expanded system of r pointwise equations to collapse at

some point during the proof, and it is here where we are able to save the factor

r ∼ md. This simplification, however, in turn creates some technical compli-

cations which give rise to the factor 3; this factor has no deeper justification

and it would be desirable in the future to find a way to avoid this.

The most important special case of Theorem 1.1 is that of counting linear

spaces on hypersurfaces and corresponds to the case of representing the zero

polynomial. In the light of possible applications that may be of interest in the
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1.5. The local solubility problem

context of algebraic geometry, one can ask whether statements of this kind

can be generalised so as to allow different size constraints for the generators

x1, . . . ,xm of the linear space. We are therefore interested in counting the

number N(P1, . . . , Pm) of integer vectors x1, . . . ,xm that solve the equation

F (x1t1 + . . .+ xmtm) = 0 (1.4.4)

identically in t, where the variables are subject to size constraints of the shape

|xi| ≤ Pi for all i. It turns out that the same methods that are used to prove

Theorem 1.1 continue to be applicable, albeit with some minor modifications.

Theorem 1.2. Let d ≥ 2 and m ≥ 2 be positive integers and P1 ≤ . . . ≤ Pm

large, and let

s∗ > 2d−1 max

{
3(d− 1)(r + 1), rd

(
logPm
logP1

)}
.

Then the number N(P1, . . . , Pm) of solutions |xi| ≤ Pi of (1.4.4) identically in

t1, . . . , tm is given by

N(P1, . . . , Pm) =
( m∏
i=1

Pi

)s−rd/m
χ∞

∏
p prime

χp + o

(( m∏
i=1

Pi

)s−rd/m)
,

where the constants χ∞ and χp are those corresponding to the case ψ = 0 in

Theorem 1.1.

A similar result for the case d = 2 is implicit in Dietmann and Harvey’s

work on representing quadratic forms by quadratic forms [23]. Theorem 1.2 will

be proved in Chapter 3, where we will also address a modification of the result

which counts solutions to (1.4.4) with the xi contained in certain sublattices

of Zs.

1.5 The local solubility problem

Birch’s Theorem and its multidimensional version in Theorem 1.1 are instances

of the Hasse principle, as they establish asymptotic behaviour for a counting
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Chapter 1. Introduction

problem under the condition that the equations in question be locally solu-

ble. In fact, since Q is a subset of both R and Qp for all primes p, rational

zeros can exist only if the equation is soluble over the real and the p-adic

numbers. The opposite implication is, however, not true, and there are known

counter-examples (e.g. 3x3 + 4y3 + 5z3 = 0 due to Selmer [64]; see also the

extensive research on the Brauer–Manin obstruction), so proving the validity

of the Hasse principle is a necessary first step in proving that a form represents

zero. On the other hand, this means that in order to obtain actual informa-

tion about whether a counting problem is indeed solvable in the integers, it is

indispensable to understand the local solubilities.

Definition 1.4. We write γpd(R,m) for the least integer γ such that every set

of R homogeneous polynomials with integer coefficients of degree d in s ≥ γ

variables contains an m-dimensional linear space in the p-adic numbers.

For instance, we have γp3(R, 1) ≤ 5300R(3R+ 1)2 due to Schmidt [59], and

γpd(R,m) ≤ (R2d2 +mR)2d−2

d2d−1

(1.5.1)

due to Wooley [77, Theorem 2.4].

In this notation we have information about the local solubility constants

χ∞ and χp.

Lemma 1.3. One has

(i) χ∞ > 0 whenever the degree d is odd and s∗ ≥ 3 · 2d−1(d − 1)R(R + 1),

and

(ii) χp > 0 provided that s∗ > 2d−1(d− 1)Rγpd(R,m).

The case m = 1 is essentially due to Schmidt (see the corollary of Propo-

sition I in [62]), and even though the generalisations to higher-dimensional

spaces are fairly straightforward, we will give a complete account of the argu-

ment in the attempt to keep this thesis as self-contained as possible. Together

with (1.5.1), this gives us asymptotic estimates on the number of rational linear

spaces on hypersurfaces.
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1.5. The local solubility problem

Theorem 1.3. Let F (1), . . . , F (R) ∈ Z[x1, . . . , xs] be forms of equal odd degree

d ≥ 3, and m ≥ 2 an integer, and let r be as in (1.4.2). Furthermore, suppose

that

s∗ > 3 · 2d−1(d− 1)d2d−1

Rmax
{
Rr + 1,

(
R2d2 +Rm

)2d−2
}
.

Then the number N
(d)
s,R,m(P ) of solutions x1, . . . ,xm ∈ [−P, P ]ms of

F (ρ)(x1t1 + . . .+ xmtm) = 0 (1 ≤ ρ ≤ R)

identically in t1, . . . , tm is given by

N
(d)
s,R,m(P ) = Pms−Rrdχ∞

∏
p prime

χp + o
(
Pms−Rrd),

and the product of the local densities χ∞
∏

p χp is positive.

In order to put this result into context, the most relevant seems to be the

work of Dietmann [21], who was the first to establish polynomial growth in m

for the number of variables necessary in order to guarantee the existence of

an affine m-space on a single form F , provided that F is non-singular. Apart

from imposing a looser nonsingularity condition, our Theorem 1.3 supersedes

Dietmann’s bound of

s ≥ 25+2d−1dd!d2d+1md(1+2d−1)

by a power of 2d in m, due mainly to our more careful perusal of Schmidt’s

methods [62].

It is also obvious from these results that, whereas the real solubility condi-

tion can easily be bypassed by restricting ourselves to equations of odd degree,

the p-adic situation is much harder to control, so that the number of variables

required to guarantee positivity of the χp is, as things stand, bound to domi-

nate the overall number of variables. It is therefore of great interest to obtain

an improved treatment of the p-adic solubility of the problem. It turns out

that one essential weakness of all treatments so far is that they fail to exploit
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Chapter 1. Introduction

our knowledge of p-adic solubility in the optimal way. This is due to the fact

that the most efficient treatment of the singular series makes use of Hensel’s

Lemma in order to obtain the expected density of p-adic solutions from a non-

singular solution modulo some power of p, which then implies that the singular

series will be positive as soon as there exists at least one non-singular p-adic

solution. Unfortunately, our knowledge concerning p-adic solubility deals only

with the existence of non-trivial solutions without addressing the question of

whether or not these solutions are non-singular. In Chapter 4 we develop a

geometric approach for making the transition from non-trivial to non-singular

p-adic points at the cost of inflating the number of variables by no more than

what is required by the geometry of the problem. One of the main theorems

that will be proved in the course of this thesis is the following.

Theorem 1.4. The constants χp occurring in Birch’s theorem are positive,

provided that s∗ ≥ γpd(R, 1) for all p.

This bound clearly supersedes the previous treatment of the case m = 1

due to Schmidt, which we recorded in Lemma 1.3. In contrast, the bound in

Theorem 1.4 is much simpler, such as one would näıvely expect, and indeed

the effect of our new result is that, from a philosophical point of view and as

far as p-adic solubility is concerned, the non-diagonal problem is now on an

equal footing with Waring-type situations.

On combining Theorem 1.4 with Birch’s Theorem and (1.5.1) one obtains

an asymptotic formula for the number of points on hypersurfaces, where the

main term is positive.

Corollary 1. Let F (1), . . . , F (R) and N
(d)
s,R(P ) be as in Birch’s Theorem. Then

N
(d)
s,R(P ) � P s−Rd, provided that d is odd and s∗ ≥ (Rd2)2d−1

.

This follows directly from the fact that

(Rd2)2d−1

> 2d−1(d− 1)R(R + 1)
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1.6. Unconditional estimates

for all admissible parameters d and R. For comparison, recall that Schmidt’s

approach [62, Prop. I] via Lemma 1.3 yields

s∗ > 2d−1(d− 1)R(Rd2)2d−1

;

as in the case of Theorem 1.4 we see an improvement of order R.

1.6 Unconditional estimates

So far all of our interest has been revolving around polynomial equations that

are not too singular, so it is not unreasonable to ask what happens if this non-

singularity condition is violated. This is indeed an important question, as the

presence of singularities can have a profound impact on the behaviour of the

number of solutions. In fact, assuming singularities of a certain kind can im-

pose powerful extra conditions and thus make singular forms more amenable to

available methods than non-singular ones. This phenomenon is being exploited

with good success for certain classes of forms of small degree in relatively few

variables (an overview and bibliography of recent progress can be found in Dan

Loughran’s PhD Thesis [44, p. 62]). In very general situations with many vari-

ables, however, the presence of singularities seems to present a nuisance rather

than an advantage, and the methods so far available struggle to accommodate

highly singular cases.

Definition 1.5. We define γd(R,m) to be the least integer γ such that every

set of R homogeneous polynomials with integer coefficients of degree d in s ≥ γ

variables contains a rational m-dimensional linear space.

The question is therefore whether there is an upper bound to γd(R,m) for

any given values of d, R and m. This is manifestly not the case whenever the

degree d is even, since any form that is definite cannot have any zero different

from the trivial one even in R. Avoiding this complication, however, Birch [6]

proved in 1957 that γd(R,m) is finite whenever the degree d is odd, following
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Chapter 1. Introduction

up on previous work by Brauer [11] who established that every homogeneous

polynomial in sufficiently many variables over the p-adic numbers Qp repre-

sents zero non-trivially. Unfortunately, while Birch’s method is in principle

constructive, the bounds it yields – “not even astronomical” in Birch’s own

words1 – are far from useful. Wooley [76] has made Birch’s methods explicit,

and even though he managed to improve on them, the bounds he obtains are

towers of exponentials of exponentially growing height.

Faced with these difficulties, interest focussed on cubic forms as the simplest

interesting special case. It turns out that in this case singular forms can be

related fairly efficiently to systems of linear equations, and indeed virtually

simultaneously2 with Birch’s work Davenport [13] published his proof that

γ3(1, 1) ≤ 32. This number he subsequently managed to bring down to 29

in [14] and finally 16 in [15], where the problem rested until eventually in 2007

Heath-Brown [32] established γ3(1, 1) ≤ 14, which is the best known bound up

to this day.

For systems of R forms one has to employ an iterative procedure that

generates an additional factor R but nonetheless yields results that are, in the

light of the general scarcity of knowledge in the area, quite competitive. The

major stumbling block is, again, our insufficient understanding of the p-adic

problem. In fact, in 1982 in an important series of papers [57–60] Schmidt

found an estimate on γ∗3(R, 1) of size R3, thus establishing an asymptotic

number of solutions by Birch’s theorem under the condition that s∗ � R4,

and used the iterative approach mentioned above to derive γ3(R, 1) ≤ (10R)5.

This result can be extended fairly easily to linear spaces via the correspondence

between linear spaces as solutions of one polynomial equation and points on an

1see [7, p. 458] for the quote.
2In fact, in the cubic case Birch was beaten narrowly by not only Davenport but also

Lewis [41], whose proof that γ3(R,m) < ∞ appeared in the same issue of Mathematika as
Birch’s paper [6] and with a note by the editor (Davenport?) that these two and Davenport’s
own work had been submitted within only a few months. See also the comment in [16, p. 1188]
for the chronology.
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expanded system of equations, yielding γ3(R,m)� R5m14, which is recorded

in [42, p.293].

There is, however, an alternative approach directly via the multi-dimensional

version of Birch’s Theorem. In a previous implementation by Dietmann [20,

Theorem 2], this approach led to γ3(R,m)� R6m4 + R5m6, but our work in

Chapter 2 allows us to prove the following.

Theorem 1.5. γ3(R,m)� R6 +R3m3.

This supersedes Dietmann’s bound and improves on Schmidt’s bound when-

ever R < m14.

The question remains what happens for forms of degree higher than three.

Partly because of the somewhat discouraging nature of the results by Birch [6]

and Wooley [76, Theorem 1], this problem has not been attempted very much;

there is, however, a theorem by Dietmann [21, Theorem 2] who used a version

of the multidimensional Birch Theorem to prove that γ5(1,m) � m439. Due

to the improvements obtained in Chapter 2, we are now able to reduce this

to γ5(1,m) � m48. The result can be extended to R > 1, but the resulting

bound of γ5(R,m) grows doubly exponentially in R and is therefore inferior to

Wooley’s result in [74, Theorem 2] as soon as R � logm. All of these results

will be discussed in greater detail in Chapter 5.
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Chapter 2

Forms representing forms and

linear spaces on hypersurfaces

2.1 Background and History

The problem of determining whether two given forms represent one another

is a classical one and has triggered important developments in the history

of modern number theory. The oldest work in this area goes back to Gauß

[26, Section V, §§282–284], who in the framework of his general theory of

binary and ternary quadratic forms also addressed the question of whether the

former can be represented by the latter. The problem has been studied more

comprehensively by Siegel, who in the 1930s wrote a series of papers [65–67]

to deduce what is now known as Siegel’s mass formula, which provides an

averaged local-global principle for the representation of quadratic forms by

quadratic forms.

Analysing forms individually, Hsia, Kitaoka and Kneser [36] proved that for

every definite matrix A ∈ Zs×s and for every positive definite matrixB ∈ Zm×m

whose minimum is not too small there exists an (s ×m)-matrix X such that

X tAX = B, provided that s ≥ 2m+3 and B is locally representable by A. This

result has been improved by Ellenberg and Venkatesh [25], who showed that
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this is possible for positive definite matrices B with square-free discriminant1

and whose minimum is not too small, provided that s ≥ m+5, and again they

require that the problem be locally soluble.

While these latter results are concerned only with the existence of solutions,

and also Siegel’s original work does not generally give quantitative estimates

for the number N(A,B) of representations of a matrix B by A, Dietmann and

Harvey [23] applied the circle method and obtained an asymptotic formula of

the shape

N(A,B) = χ∞(A,B)
∏

p prime

χp(A,B) +O
(

det(B)
s−m−1

2
−δ
)
,

where the constants are given by

χ∞(A,B) = det(A)−m/2 det(B)(s−m−1)/2
√
π
ms−m(m+1)

2

s∏
j=m+1

Γ

(
j −m

2

)−1

and

χp(A,B) = lim
t→∞

(pt)ms−
m(m+1)

2 Card{X (mod pt) : X tAX ≡ B (mod pt)}.

The condition on s they require depends quite delicately on the matrix B

and is given by

s > 2

(
m(m+ 1)

2
+ β

)(
m(m+ 1)

2
+ 1

)
,

where β ≥ 0 is a parameter characterising the eccentricity of B, which will

typically be very small and vanishes altogether when B is a multiple of the

unit matrix.

For higher degree the problem is less well studied, with most of the effort

focussing on the case when R = 1 and F is diagonal. A special case of mul-

tidimensional representation problems is the question of finding linear spaces

contained in hypersurfaces, corresponding to representing the null-polynomial

ψ = 0 by F , and in fact the proofs are, as far as our methods are concerned,

1This condition can be somewhat relaxed, see [63].
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identical. One weakness of the methods should be addressed, namely that

they do not, strictly speaking, count linear spaces, but rather parametrisa-

tions thereof, and since every linear space may have one or many parametri-

sations with a given height, one falls prey to double-counting. It stands to

hope that in the future a more sophisticated approach involving a suitable

inclusion-exclusion argument will provide a way of avoiding this.

In the case m = 2, Arkhipov and Karatsuba [2, Theorems 1 and 4] were

able to obtain the expected asymptotic formula ∼ cP 2s−(d+1)d for the number

of representations with variables bounded by P , where the constant c is non-

negative and encodes the local solubilities, provided that s� d3 log d, and to

establish a lower bound of the expected order of magnitude if s � d2 log d.

This latter result has later been sharpened by Parsell [48, Theorem 4], who

obtained the same lower bound under the condition that

s ≥ 14

3
d2 log d+

10

3
d2 log log d+O(d2),

and in subsequent work [50, Theorem 4] showed that, in general, one has an

asymptotic formula provided the number of variables satisfies

s ≥ dmr

(
4

3
log(dr) + log(md) + 2 log log d+ 8

)
,

where

r =

(
m+ d− 1

m− 1

)
. (2.1.1)

This result has been superseded by Parsell, Prendiville, and Wooley [52, The-

orem 1.4] thanks to a recent breakthrough in the methods commonly used for

Waring’s problem (see [78] and [79]), which yields an asymptotic formula for

the number of solutions under the relaxed condition that

s ≥ 2

(
d+m

m

)
(d+ 1)− 2d− 1. (2.1.2)

Meanwhile, Parsell [51, Theorem 1.2] obtained specific results for certain

small values of d and m that give better bounds than what can be obtained
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by (2.1.2). In particular, one can take

s ≥ d(d− 1)2d−2 + 2d(d+ 1) + 1

in the case m = 2 and

s ≥ min{2m3 + 6m2 − 20m+ 29, (5/3)m3 + 5m2 + (10/3)m+ 1}

for d = 3. One should note that as a consequence of this it is sufficient to take

s ≥ 29 for lines on diagonal cubic surfaces.

While the problem of counting linear spaces on diagonal hypersurfaces

has been addressed in some detail, the only similar results on general, not

necessarily diagonal hypersurfaces apart from the abovementioned result by

Dietmann and Harvey are due to Dietmann, who established an asymptotic

formula with positive main term if s ≥ 24d+1d!rd(rd2)2d−1
and the form F is

non-singular [21]. In the cubic case (see [20]) he considers systems of R equa-

tions and relaxes the non-singularity condition by demanding that no form in

the rational pencil of the forms vanishes on a rational space whose codimen-

sion is O(R3m6 + R5m5). However, both of these results treat the problem in

a rather cursory manner without making an effort to distill and exploit the

underlying structure of the problem.

This gives the motivation for our Theorem 1.1. The statement is somewhat

more general than the one given in Section 1.4, as we will consider systems of R

simultaneous representation problems. In order to give a rigorous enunciation

of the results, it is useful to introduce some notation. Let P be a large positive

integer, write ψ for the R-tuple
(
ψ(1), . . . , ψ(R)

)
and denote by N

(d)
s,R,m(P ; F;ψ)

the number of integral solutions of the equations

F (ρ)(x1t1 + . . .+ xmtm) = ψ(ρ)(t1, . . . , tm) (1 ≤ ρ ≤ R) (2.1.3)

identically in t1, . . . , tm with xi ∈ [−P, P ]s for 1 ≤ i ≤ m.
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Theorem 2.1. Let d ≥ 2, R, and m ≥ 2 be positive integers, and let

s∗ > 3 · 2d−1(d− 1)R(Rr + 1).

Then there exist nonnegative constants χ∞(ψ) and χp(ψ) for every prime p

such that

N
(d)
s,R,m(P ; F;ψ) = Pms−Rrdχ∞(ψ)

∏
p prime

χp(ψ) + o
(
Pms−Rrd).

Note that Theorem 2.1 does not compare directly with Dietmann’s results

[20,21] quoted above, as we do not require at this point that the local factors

χ∞ and χp are indeed positive. These factors will be studied more closely in

Chapter 4, where it will transpire that Theorem 2.1 enables us to save quite

significantly over Dietmann’s results. Similarly, in comparison to Dietmann’s

and Harvey’s result [23] we save a factor r in the number of variables required,

and one can indeed show that this would also be the savings over Dietmann’s

results in [20] and [21], were he to abandon the requirement that all local

solubility conditions be met.

2.2 Notation and Setting

For 1 ≤ ρ ≤ R let F (ρ) ∈ Z[x1, . . . , xs] be given by

F (ρ)(x) =
∑

i∈{1,...,s}d
c

(ρ)
i xi1 · . . . · xid

with symmetric coefficients c
(ρ)
i ∈ Z/d!, and define the multilinear form Φ(ρ)

associated to F (ρ) by

Φ(ρ)
(
x(1), . . . ,x(d)

)
=

∑
i∈{1,...,s}d

c
(ρ)
i x

(1)
i1
· . . . · x(d)

id
.

Thus one has

F (ρ)(x) = Φ(ρ)(x, . . . ,x).
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In order to count solutions to (2.1.3), one needs to understand expressions

of the shape

F (ρ)(t1x1 + . . .+ tmxm). (2.2.1)

This requires an appropriate kind of index notation. Write J for the set of

multi-indices (j1, j2, . . . , jd) ∈ {1, 2, . . . ,m}d, where we allow repetitions in the

tuples (j1, j2, . . . , jd) but disregard order. The number of these is r, which

is the parameter defined in (2.1.1). By means of the Multinomial Theorem,

Equation (2.2.1) can be written as

F (ρ) (t1x1 + . . .+ tmxm) =
∑
j∈J

A(j)tj1tj2 · . . . · tjdΦ(ρ)(xj1 ,xj2 , . . . ,xjd), (2.2.2)

where the factors A(j) take account of the multiplicity of each term and are

defined as follows. To every j ∈ J one can associate numbers µ1(j), . . . , µm(j)

between 0 and d such that

tj1tj2 · . . . · tjd = t
µ1(j)
1 t

µ2(j)
2 · . . . · tµm(j)

m . (2.2.3)

In other words, the µi(j) count the multiplicity with which any given xi appears

in the term with index j. In this notation, the factors A(j) are given by the

multinomial coefficients

A(j) =

(
d

µ1(j), µ2(j), . . . , µm(j)

)
.

Let ψ(1), ψ(2), . . . , ψ(R) be homogeneous polynomials of degree d in m vari-

ables, defined by

ψ(ρ)(t1, . . . , tm) =
∑
j∈J

n
(ρ)
j A(j)tj1tj2 · . . . · tjd

for n
(ρ)
j ∈ Z/d!, and write

ψ =
(
ψ(1), ψ(2), . . . , ψ(R)

)
.

For the sake of brevity and compactness, we will use the shorthand notation

(x1, . . . ,xm) = x
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and

Φ(ρ)(xj1 , . . . ,xjd) = Φ
(ρ)
j (x).

We can view Equation (2.1.3) as a polynomial equation in t1, . . . , tm, so after

expanding and sorting by coefficients one obtains a system of equations

Φ
(ρ)
j (x) = n

(ρ)
j (j ∈ J, 1 ≤ ρ ≤ R),

which is amenable to a circle method approach. In order to set up a practicable

notation, we write α(ρ) = (α
(ρ)
j )j∈J for given 1 ≤ ρ ≤ R and let

F(ρ)
(
x1, . . . ,xm;α(ρ)

)
=
∑
j∈J

α
(ρ)
j Φ

(ρ)
j (x). (2.2.4)

Furthermore, let (
α(1),α(2), . . . ,α(R)

)
= α,

then we can write the sum over the expressions in (2.2.4) as

F (x;α) =
R∑
ρ=1

F(ρ)
(
x1, . . . ,xm;α(ρ)

)
. (2.2.5)

Since it will be useful at some point to sort the components of α by the j as

opposed to the ρ, we seize the opportunity to define αj =
(
α

(1)
j , . . . , α

(R)
j

)
for

all j ∈ J . The same notational conventions will be observed for the coefficients

n
(ρ)
j of the target polynomials ψ.

The expression in (2.2.5) collects all the Rr terms that arise from expanding

each of the R equations as a sum of r multilinear forms, and thus allows us to

define the exponential sum in a very compact notation as

T (α) =
∑
x

e(F (x;α)).

In general, the sum will be over a box −P ≤ xi ≤ P for all 1 ≤ i ≤ m, but in

special cases we will write T (α, X) or T (α,B) to denote an ms-dimensional

hypercube with sidelength 2X or a domain B ⊂ Zms, respectively. Altogether,

classical orthogonality relations imply that the number of simultaneous repre-

sentations of ψ(ρ) by F (ρ) contained in the hypercube [−P, P ]ms is described

30



2.3. Weyl differencing

by the integral

N
(d)
s,R,m(P ; F;ψ) =

∫
[0,1)Rr

T (α)e(−α · n)dα

=
∑

x1,...,xm
|xi|≤P

∫
[0,1)Rr

e (F (x;α)−α · n) dα. (2.2.6)

For the sake of convenience we will in the future suppress most of the param-

eters and use the more concise notation Ns,ψ(P ).

It should be noted, however, that although expressions as in (2.2.4) and

(2.2.5) aim to simultaneously solve rR equations, the single equations can be

reassembled and can thus be read in the way of our original problem of finding

m-dimensional linear spaces on the intersection of R hypersurfaces. In fact, one

can view the coefficients α
(ρ)
j as absorbing the factors A(j)tj1 · . . . · tjd arising

in (2.2.2), and write, somewhat imprecisely,

F(ρ)
(
x;α(ρ)

)
−α(ρ) · n(ρ) =

∑
j∈J

α
(ρ)
j A(j)tj1 · · · · · tjd

(
Φ

(ρ)
j (x)− n(ρ)

j

)
= α(ρ)

(
F (ρ)(t1x1 + . . .+ tmxm)− ψ(ρ)(t1, . . . , tm)

)
.

Thus (2.2.6) can be read either as finding simultaneous solutions of Rr equa-

tions or equivalently as counting m-dimensional linear spaces on R hypersur-

faces, and while for the greater part of the analysis we will stick to the former

interpretation, it will be convenient to switch to the latter one when analysing

the singular series more carefully.

2.3 Weyl differencing

The proof of Theorem 2.1 is largely along the lines of the classical arguments

of Birch [8] and Schmidt [62], with most of the analysis and notation following

Birch, while imitating Schmidt’s arguments in the treatment of the singular

series and singular integral.

The first step is to establish an inequality of Weyl type as presented in

Davenport’s book [17, Chapters 12 and 13], or in a more general version,
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in [8]. Although this is fairly standard, we will give a rather detailed exposition

because it is here that the specific shape of the forms assembled in F(x;α)

comes into play.

Lemma 2.1. Let 1 ≤ k ≤ d and jl (l = 1, . . . , k) be integers with 1 ≤ jl ≤ m.

Then

|T (α)|2k � P ((2k−1)m−k)s
∑

h1,...,hk∈[−P,P ]s

∑
x

e(∆jk,hk · · ·∆j1,h1F(x;α)),

where the discrete differencing operator ∆i,h is defined by its action on the

form F(x;α) as

∆i,hF(x;α) = F(x1, . . . ,xi + h, . . . ,xm;α)− F(x1, . . . ,xi, . . . ,xm;α) (2.3.1)

and the sum over the x extends over suitable boxes of sidelength at most 2P .

Proof. As is usual with Weyl differencing arguments, we proceed by induction.

The case k = 1 follows from a simple application of Cauchy’s inequality and

one has

|T (α)|2 �P (m−1)s
∑
xi
i 6=j1

∑
h1

∑
xj1

e (∆j1,h1F(x;α))

.

Here the summation over xj1 extends over the intersection of the boxes given

by |xj1 | ≤ P and |xj1 +h1| ≤ P , which is again a box whose sides are of length

at most 2P .

Now let us assume that the lemma is true for a given k. Again by Cauchy’s
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inequality, one finds

|T (α)|2k+1 � P 2((2k−1)m−k)s

∣∣∣∣∣ ∑
h1,...,hk

∑
x

e (∆jk,hk · · ·∆j1,h1F(x;α))

∣∣∣∣∣
2

� P (2k+1−2)ms−2ksP ks+(m−1)s

×
∑

h1,...,hk

∑
xi

i 6=jk+1

∣∣∣∣∣∣
∑
xjk+1

e (∆jk,hk · · ·∆j1,h1F(x;α))

∣∣∣∣∣∣
2

� P ((2k+1−1)m−(k+1))s

×
∑

h1,...,hk+1

∑
x

e
(
∆jk+1,hk+1

· · ·∆j1,h1F(x;α)
)

as required.

For the sake of notational brevity in the following considerations, we will

write ĥ for the (d−1)-tuple (h1, . . . ,hd−1). Our final estimate of the exponential

sum T (α) is an application of the above.

Lemma 2.2. For any j ∈ J one has the estimate

|T (α)|2d−1 � P (2d−1m−d)s
∑
ĥ

s∏
i=1

min

(
P,

∥∥∥∥M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (ĥ)

∥∥∥∥−1
)
,

where the functions B
(ρ)
i are given by

Φ(ρ)(x,h1, . . . ,hd−1) =
s∑
i=1

xiB
(ρ)
i (h1, . . . ,hd−1)

and the coefficients M(j) are defined by means of (2.2.3) as

M(j) = µ1(j)!µ2(j)! · . . . · µm(j)!.

Proof. Inserting k = d− 1 in the above lemma gives

|T (α)|2d−1 � P ((2d−1−1)m−(d−1))s
∑
ĥ

∑
x

e
(
∆jd−1,hd−1

· · ·∆j1,h1F(x;α)
)
.

By the definition (2.3.1) of ∆j,h and the polynomial structure of F, every dif-

ferencing step reduces the degree of the resulting form by one, and therefore
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this last expression depends only linearly on the vectors x1, . . . ,xm. In partic-

ular, for any given ρ all the forms assembled in F(ρ)(x;α(ρ)) are instances of

the same multilinear form Φ(ρ) associated to the original form F (ρ), and this

structure is naturally preserved by the differencing procedure. Writing R(ĥ)

for the terms independent of x, one obtains∑
ĥ

∑
x

e
(
∆jd−1,hd−1

· · ·∆j1,h1F(x;α)
)

=
∑
ĥ

∑
xi
i 6=jd

∑
xjd

e

(
R∑
ρ=1

m∑
k=1

M(j)α
(ρ)
(j1,...,jd−1,k)Φ

(ρ)(xk,h1, . . . ,hd−1) +R(ĥ)

)

�P s(m−1)
∑
ĥ

∣∣∣∣∣∣
∑
xjd

e

(
M(j)

R∑
ρ=1

α
(ρ)
j Φ(ρ)(xjd ,h1, . . . ,hd−1)

)∣∣∣∣∣∣.
Since the xj are contained in suitable boxes contained in [−P, P ]s, by standard

arguments one arrives at the estimate

|T (α)|2d−1 � P (2d−1m−d)s
∑
ĥ

s∏
i=1

min

(
P,

∥∥∥∥M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (ĥ)

∥∥∥∥−1
)
,

which is indeed the required expression.

Note that whereas the exponential sum T (α) is independent of j, this is

not true for the expression on the right hand side of the equation. This is due

to the fact that the Weyl differencing argument forces us to close in onto one

index j, but since it is immaterial which difference is taken in each step, the

estimate holds for any index j ∈ J . This pays off when we read the estimate

in Lemma 2.2 from the right, as it will save us the averaging over the indices

j, and one obtains independent estimates of equal quality for all j ∈ J . This is

the main point in which the linear space setting behaves differently from the

general situation as treated in [8], as it allows us to treat what is technically a

system of r distinct equations as a single one, and this different behaviour will

ultimately yield the improvements this work obtains over previous estimates.

We use Lemma 2.2 to generate a tripartite case distinction. Let us assume

that we have |T (α)| � Pms−kθ for some parameters k, θ > 0, and let j be
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fixed. In this case Lemma 2.2 yields

(
Pms−kθ)2d−1

� P (2d−1m−d)s
∑
ĥ

s∏
i=1

min

(
P,

∥∥∥∥M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (ĥ)

∥∥∥∥−1
)
,

which is equivalent to

∑
h1,...,hd−1

s∏
i=1

min

(
P,

∥∥∥∥M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (ĥ)

∥∥∥∥−1
)
� P ds−2d−1kθ.

Note that this expression is independent of m. This implies that the follow-

ing arguments can be extracted directly from standard references. In particu-

lar, one can apply the geometry of numbers in order to count how often the

minimum takes on a nontrivial value (see [17], chapters 12 and 13 for a de-

tailed exposition). The subsequent lemma is the analogue of [17, Lemma 13.3]

or [8, Lemma 2.4], respectively.

Lemma 2.3. Suppose that |T (α)| � Pms−kθ for some parameters k, θ > 0,

and let N(X, Y ) denote the number of (d − 1)-tuples h1, . . . ,hd−1 in the box

|hk| ≤ X satisfying ∥∥∥∥M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (ĥ)

∥∥∥∥ < Y (2.3.2)

for all i = 1, . . . , s and j ∈ J . Then we have the estimate

N(P θ, P−d+(d−1)θ)� P (d−1)sθ−2d−1kθ−ε.

From Lemma 2.3 one infers that either the exponential sum is small, or for

all i and j the quantity M(j)
∑R

ρ=1 α
(ρ)
j B

(ρ)
i (ĥ) is often close to an integer. The

latter can be effected in two ways, as it will occur either if the forms B
(ρ)
i tend

to vanish for geometric reasons, or by genuine (i. e. non-zero) solutions to the

diophantine approximation problem that is implicit in (2.3.2). This yields a

threefold case distinction, which lies at the heart of all circle method arguments

concerning general homogeneous polynomials.

Lemma 2.4. Let 0 < θ ≤ 1 and k be parameters, and let α ∈ [0, 1)rR. Then

there are three possibilities.

35



Chapter 2. Forms representing forms and linear spaces on hypersurfaces

(A) The exponential sum T (α) is bounded by

|T (α)| � Pms−kθ.

(B) For every j ∈ J one finds (qj, aj) ∈ ZR+1 satisfying

0 < qj � P (d−1)Rθ and
∣∣∣α(ρ)

j qj − a(ρ)
j

∣∣∣� P−d+(d−1)Rθ

for all 1 ≤ ρ ≤ R.

(C) The number of (d− 1)-tuples (h1, . . . ,hd−1) ≤ P θ that satisfy

rank
(
B

(ρ)
i (h1, . . . ,hd−1)

)
i,ρ
≤ R− 1 (2.3.3)

is asymptotically greater than
(
P θ
)(d−1)s−2d−1k−ε

.

Proof. This follows by the same argument as in [8, Lemma 2.5]. Suppose that

the estimate in (A) does not hold, so that by Lemma 2.3 for every j ∈ J we

have ∥∥∥∥M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (ĥj)

∥∥∥∥ < P−d+(d−1)θ

for at least � P (d−1)sθ−2d−1kθ−ε choices of ĥ ≤ P θ. Fixing some index j ∈ J

and writing B(j) for the (R× s)-matrix
(
M(j)B

(ρ)
i (ĥj)

)
i,ρ

, this means we can

find integer vectors A(j) and δ(j) ∈ Zs with the property that

B(j)αj −A(j) = δ(j)� P−d+(d−1)θ. (2.3.4)

If the matrix B(j) is of full rank for some (d−1)-tuple ĥj = (h1, . . . ,hd−1),

then we can find a non-vanishing (R × R)-minor whose absolute value we

denote by qj. We remark here for further reference the obvious fact that qj is

independent of any particular index ρ. This allows us to implement a discrete

matrix inversion in order to generate approximations of the αj.

We may assume without loss of generality that the non-vanishing minor

B0(j) of B(j) is the first one, and write A0(j), δ0(j) ∈ ZR for the corresponding
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portions of A(j) and δ(j). Then we can find integer solutions a
(1)
j , . . . , a

(R)
j to

the system

B0(j)aj = qjA0(j). (2.3.5)

Combining (2.3.4) and (2.3.5), we obtain

B0(j)
(
qjαj − aj

)
= qjδ0(j).

By Cramer’s rule this returns the required bound, and the proof is complete

on noting that

0 < qj � max
i,ρ
|B(ρ)

i (ĥj)|R � PR(d−1)θ.

The reader should take note here that, since the estimates obtained in

Lemma 2.2 hold independently of the index j, the differencing variables ĥj

that generate the rational approximation need not be the same for all j ∈ J ,

and therefore the approximations will in general depend on the j-component

of the α
(ρ)
j that is being approximated. On the other hand, it is clear that the

arguments themselves, in particular the upper bound for the values of B
(ρ)
i (ĥj),

are independent of the index j chosen in the beginning of the proof, so we can

find rational approximations of the same quality for all vectors αj, and their

denominators vary with j ∈ J but, as we remarked earlier, are independent of ρ.

The condition (2.3.3) of case (C) in Lemma 2.4 is tantamount to a system

of simultaneous equations in s(d−1) variables and thus defines a variety which

we call B. By [8, Lemma 3.2], its dimension is

dimB ≥ (d− 1)s− 2d−1k. (2.3.6)

Since, however, the variety B is not particularly easy to handle, we follow

Birch [8, Lemma 3.3] and replace it by the singular locus V. Let D denote the

diagonal

D = {h1, . . . ,hd−1 ∈ Zs : h1 = . . . = hd−1} ⊆ Z(d−1)s.
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Obviously dimD = s, and we have V = D ∩ B. By the Affine Dimension

Theorem this means that

dimV ≥ dimB + dimD− (d− 1)s,

which together with (2.3.6) gives

s− dimV ≤ (d− 1)s− dimB ≤ 2d−1k.

Notice that s − dimV = s∗ by Definition 1.3. This allows us to exclude the

third case in Lemma 2.4 by choosing the number of variables sufficiently large.

Lemma 2.5. Let α ∈ [0, 1)Rr and let 0 < θ ≤ 1 and k be parameters with

s∗ > 2d−1k. (2.3.7)

Then the alternatives are the following.

(A) The exponential sum T (α) is bounded by

|T (α)| � Pms−kθ.

(B) For every j ∈ J one finds (qj, aj) ∈ ZR+1, satisfying

0 < qj � P (d−1)Rθ and
∣∣∣α(ρ)

j qj − a(ρ)
j

∣∣∣� P−d+(d−1)Rθ

for all 1 ≤ ρ ≤ R.

2.4 Major Arcs dissection

Lemma 2.5 suggests a major arcs dissection in terms of the parameter θ, a

notion that can be made rigorous by specifying the implicit constant. Let C

be sufficiently large in terms of the coefficients of the F (ρ). We define the major

arcs M(P, θ) to be the set of all α ∈ [0, 1)Rr that have a rational approximation

satisfying

0 ≤ a
(ρ)
j < qj ≤ CP (d−1)Rθ,∣∣∣α(ρ)

j qj − a(ρ)
j

∣∣∣ ≤ CP−d+(d−1)Rθ (1 ≤ ρ ≤ R), (2.4.1)
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and the minor arcs

m(P, θ) = [0, 1)Rr \M(P, θ)

to be the complement thereof. In the interest of readability, we will omit the

parameter P during most of the analysis, specifying it only in cases where

ambiguities might be likely to arise. It is, however, worthwhile to note that this

definition respects the case distinction of Lemma 2.5, that is, for every α ∈

[0, 1)rR one has either a rational approximation as in (2.4.1) or the estimate in

case (A) holds true.

The major arcs are disjoint if 2R(d− 1)θ < d. Indeed, if there were a point

α with the property that at least one component α
(ρ)
j has two approximations

a
(ρ)
j /qj and b

(ρ)
j /pj both satisfying (2.4.1), then this would imply

1 ≤
∣∣∣a(ρ)

j pj − b(ρ)
j qj

∣∣∣ ≤ pj

∣∣∣qjα(ρ)
j − a

(ρ)
j

∣∣∣+ qj

∣∣∣pjα(ρ)
j − b

(ρ)
j

∣∣∣� P−d+2(d−1)Rθ,

which is a contradiction for large P as soon as 2R(d− 1)θ < d. It follows that

the major arcs are disjoint.

Further, the volume of the major arcs is at most

vol(M(θ))�
∏
j∈J

CPR(d−1)θ∑
qj=1

R∏
ρ=1

 qj−1∑
a
(ρ)
j =0

P−d+R(d−1)θ

qj




�
∏
j∈J

CPR(d−1)θ∑
qj=1

(
P−d+R(d−1)θ

)R
� P−drR+(d−1)rR(1+R)θ. (2.4.2)

As will become apparent in the following discussion, we will need to fix the

parameter θ rather small so as to allow a better error control when examining

the major arcs contribution more closely. Also, in order to minimise the number

of variables required in (2.3.7), we should like to choose k small. On the other

hand, we require kθ > Rrd in order to get a suitable estimate on the minor

arcs. This discrepancy motivates the following pruning lemma.
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Lemma 2.6. Suppose the parameters k and θ satisfy

0 < θ < θ0 =
d

(d− 1)(R + 1)

and

k > Rr(R + 1)(d− 1). (2.4.3)

Then there exists a δ > 0 such that the minor arcs contribution is bounded by∫
m(P,θ)

|T (α)|dα� Pms−Rrd−δ.

Proof. This is a straightforward adaptation of [8, Lemma 4.4]. Given θ between

0 and θ0, we can find a parameter δ > 0 such that

(k −Rr(R + 1)(d− 1))θ > 2δ (2.4.4)

and a sequence θi with the property that

1 ≥ θ0 > θ1 > θ2 > . . . > θM−1 > θM = θ > 0

and subject to the condition

(θi − θi+1)k < δ for all i. (2.4.5)

This is always possible with

M = O(1). (2.4.6)

Then on writing

mi = m(θi) \m(θi−1) = M(θi−1) \M(θi)

one has

vol(mi) ≤ vol(M(θi−1))� P−drR+(d−1)rR(1+R)θi−1

by (2.4.2). Recall that for α ∈ m(θ), we are in the situation of case (A) in

Lemma 2.5, so the minor arcs contribution is bounded by∫
m(θ)\m(θ0)

|T (α)| dα =
M∑
i=1

∫
mi

|T (α)| dα

�
M∑
i=1

vol(M(θi−1)) sup
α∈m(θi)

|T (α)|

�
M∑
i=1

P−Rrd+(d−1)rR(1+R)θi−1Pms−kθi .
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By (2.4.6), the sum is of no consequence and can be replaced by a maximum

over all i ∈ {1, . . . ,M}. Hence the exponent is

−Rrd+ (d− 1)rR(1 +R)θi−1 +ms− kθi

= ms−Rrd+ k(θi−1 − θi)− (k − (d− 1)rR(1 +R))θi−1

≤ ms−Rrd− δ,

where the last inequality uses (2.4.4) and (2.4.5). Finally, we observe that on

m(θ0) the result follows directly from Lemma 2.5.

2.5 Homogenising the approximations

Lemma 2.5 (B) gives us approximations of the shape

α
(ρ)
j = a

(ρ)
j /qj + β

(ρ)
j

with denominators that are in general different for each j ∈ J . It will, however,

greatly facilitate the future analysis if we can find a common denominator q

such that approximations of the shape

α
(ρ)
j = b

(ρ)
j /q + γ

(ρ)
j

and of a similar quality hold. For sufficiently small θ this is indeed possible,

but in order to homogenise the set of major arcs, we have to surmount some

technical difficulties.

Define

q = lcmj∈J{qj} and b
(ρ)
j = a

(ρ)
j q/qj (j ∈ J, 1 ≤ ρ ≤ R), (2.5.1)

and note that gcd(b, q) = 1.

Lemma 2.7. Let q and b
(ρ)
j be as above. There exist integer weights λ

(ρ)
j for

all j ∈ J and 1 ≤ ρ ≤ R such that λ
(ρ)
j ≤ qj and

gcd
(∑

j,ρ

λ
(ρ)
j b

(ρ)
j , q

)
= 1. (2.5.2)
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Proof. By Euclid’s algorithm there exist parameters λ
(ρ)
j such that∑

j,ρ

λ
(ρ)
j b

(ρ)
j = gcd

j,ρ
{b(ρ)

j }

and hence

gcd
(∑

j,ρ

λ
(ρ)
j b

(ρ)
j , q

)
= gcd(b, q) = 1.

These λ
(ρ)
j really live modulo qj, since by writing λ

(ρ)
j = c

(ρ)
j qj+µ

(ρ)
j and recalling

(2.5.1) one has

b
(ρ)
j λ

(ρ)
j =

a
(ρ)
j q

qj

(
c

(ρ)
j qj + µ

(ρ)
j

)
≡
a

(ρ)
j q

qj
µ

(ρ)
j ≡ b

(ρ)
j µ

(ρ)
j (mod q).

This allows us to take λ
(ρ)
j ≤ qj.

The following Lemma, which is essentially a higher-dimensional analogue

of [9, Lemma 2.2], may be useful in other contexts, so we will state it in a

rather general fashion.

Lemma 2.8. Let B be the image of [−P, P ]n under some integral non-singular

linear transformation A, and assume that B ⊂ [−X,X]n for some X. Further-

more, let

T (α,B) =
∑
x∈B

e(α · F(x))

be a multidimensional exponential sum over B. Then we have∣∣T (α,B)
∣∣� (logP )n sup

η∈[0,1)n

∣∣H(α,η;X)
∣∣,

where H(α,η;X) is defined as

H(α,η;X) =
∑
|x|≤X

e
(
α · F(x)− η · x

)
.

The important thing to notice here is that H(α,η;P ) is nothing but the

usual exponential sum T (α, P ) with a linear twist characterised by the pa-

rameter η ∈ [0, 1)n. Thus its behaviour will not essentially differ from that of

the usual exponential sum, and the two can be regarded as roughly the same

object. This means that Lemma 2.8 enables us to treat exponential sums over

rather more general convex sets than standard rectangular boxes.
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2.5. Homogenising the approximations

Proof. By the orthogonality relations, one has

∑
y∈B

e (α · F(y)) =
∑
|x|≤X

e (α · F(x))
∑
y∈B

∫
[0,1)n

e(η · y − η · x)dη

=

∫
[0,1)n

∑
|x|≤X

e (α · F(x)− η · x)
∑
y∈B

e(η · y)dη.

Thus if we write

D(η,B) =
∑
y∈B

e(η · y),

the exponential sum T (α,B) can be expressed in terms of H(α,η;X) as

T (α,B) =

∫
[0,1)n

H(α,η;X)D(η,B)dη

� sup
η∈[0,1)n

∣∣H(α,η;X)
∣∣ ∫

[0,1)n
D(η,B)dη.

Now the y are in the image of [−P, P ]n under A and can therefore be written

as y = Ax with |x| ≤ P . This implies that

η · y = η · Ax = Atη · x

and consequently

D(η,B) = D(Atη, [−P, P ]n)�
n∏
i=1

min(P, ‖(Atη)i‖−1).

It follows that∫
[0,1)n

D(η,B)dη �
∫

[0,1)n

n∏
i=1

min(P, ‖(Atη)i‖−1)dη

� (detA)−1

∫
C

n∏
i=1

min(P, ‖ηi‖−1)dη,

where C is the image of [0, 1)n under At. Obviously, the integrand is positive

and 1-periodic in every direction, so we can bound the integral over C by a

number of copies of the integral over the unit cube. Since A is integral, C is a

parallelepiped with integral vertices, and by the 1-periodicity of the integrand

we may replace the domain by vol(C) = det(A) copies of the unit cube. Hence
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we obtain∫
C

n∏
i=1

min(P, ‖ηi‖−1)dη � detA

∫
[0,1)n

n∏
i=1

min(P, ‖ηi‖−1)dη

� detA(logP )n.

This gives the result.

We remark that the identical analysis can be used to show∑
x∈B

e(ax)� (logP )n sup
η∈[0,1)n

∣∣∣∣∣ ∑
|x|≤X

e(ax − η · x)

∣∣∣∣∣,
where B, P and X are as before and the arguments ax ∈ C are arbitrary.

We have now collected the technical tools necessary in order to homogenise

our set of major arcs, which allows us to proceed and prove a homogenised

version of Lemma 2.5.

Lemma 2.9. Assume that θR(d − 1)(r + 3) < d. Under the conditions of

Lemma 2.5, we can replace alternative (B) by

(B′) There exists an integer 0 < q � P 2(d−1)Rθ such that one finds a ∈ ZRr,

satisfying ∣∣∣α(ρ)
j q − a(ρ)

j

∣∣∣� P−d+3(d−1)Rθ (1 ≤ ρ ≤ R, j ∈ J).

Proof. Make the substitution

x′k =

xk − xk+1 if 1 ≤ k ≤ m− 1,

xm if k = m,

(2.5.3)

so that

xk =
m∑
i=k

x′i (1 ≤ k ≤ m).

Furthermore, observe that the index set J is equipped with a partial order

relation induced by entrywise comparison, i.e. j ≤ j′ for two elements j, j′ ∈ J

if and only if jk ≤ j′k for all 1 ≤ k ≤ d.
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2.5. Homogenising the approximations

Since the proof of Lemma 2.4 produces the same denominators qj indepen-

dently of the ρ-component of the coefficients α
(ρ)
j , it suffices, without loss of

generality, to consider only the case ρ = 1. This allows us to avoid unnecessary

complexity of the notation by dropping the index.

Observe that

Φ(xj1 , . . . ,xjd) = Φ
( ∑
k1≥j1

x′k1 , . . . ,
∑
kd≥jd

x′kd

)
=
∑
k≥j

Φ(x′k1 , . . . ,x
′
kd

).

Now consider the weighted exponential sum

T (λα, P ) =
∑
|xi|≤P
1≤i≤m

e

(∑
j∈J

λjαjΦ(xj1 , . . . ,xjd)

)
,

where the λj will be fixed later. This can be expressed in terms of the alternative

variables x′ and yields

T (λα, P ) =
∑
x′i

1≤i≤m

e

(∑
j∈J

λjαj

∑
k≥j

Φ(x′k1 , . . . ,x
′
kd

)

)

=
∑
x′i

1≤i≤m

e

(∑
k∈J

(∑
j≤k

λjαj

)
Φ(x′k1 , . . . ,x

′
kd

)

)
,

where the sum over x′i is over domains Bi contained in [−2P, 2P ]s as determined

by (2.5.3). Thus if we define α′ by α′j =
∑

k≤j λkαk, this yields the identity

T (λα, P ) = T (α′,
∏

iBi).

Beware that the domains Bi are not independent of one another, so one has

to apply great care in exchanging the order of summation, and this affects our

possibilities of applying Weyl’s inequality severely. However, since the transfor-

mation (2.5.3) is integral and non-singular and maps [−P, P ]ms onto a subset

of [−2P, 2P ]ms, Lemma 2.8 comes to our rescue and yields

|T (λα, P )| = |T (α′,
∏

iBi)| � (logP )ms sup
η∈[0,1)ms

∣∣H(α′,η; 2P )
∣∣. (2.5.4)

The exponential sum T (α′, P ) and its twisted cousin H(α′,η;P ) should

be thought of as being roughly of the same order of magnitude. Indeed, since

∆j2,h2∆j1,h1(η · x) = ∆j2,h2(ηj1 · h1) = 0,
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any linear twist has no effect in the deduction of Weyl’s inequality, and a small

modification of the proof of Lemma 2.1 readily shows that Lemma 2.2 contin-

ues to hold if T (α′, P ) is replaced by H(α′,η;P ) as long as d ≥ 2. This implies

that all following estimates of Section 2.3 will remain unaffected by the twist.

In particular, the minor arcs estimate will hold for H(α′,η;P ) if and only if it

does so for T (α′, P ). Collecting these arguments together, one concludes that

|T (α′, P )| � Pms−kθ implies that |H(α′,η;P )| � Pms−kθ for arbitrary η, and

by (2.5.4) it follows that |T (λα, P )| � Pms−kθ(logP )ms. Since the singular

case is excluded, this in turn means that whenever λα possesses an approxi-

mation as in case (B) of Lemma 2.5, then so does α′.

Now suppose that α ∈ M(θ) for some θ. Then it has approximations

αj = aj/qj + βj, and according to Lemma 2.7 we can find integer weights

λj ≤ qj � P (d−1)Rθ satisfying (2.5.2). One has

λjαj = λj
aj
qj

+ λjβj,

so λα is certainly contained in M(2θ). By the above considerations this implies

that we have rational approximations for the components α′j of α′, given by a′j

and q′j � P 2(d−1)Rθ such that |α′jq′j − a′j| � P−d+2(d−1)Rθ.

Consider the last term α′m = α′m,...,m. We have the approximation

α′m =
a′m
q′m

+O

(
P−d+2(d−1)Rθ

q′m

)
. (2.5.5)

On the other hand, m ≥ j for all j ∈ J with respect to the partial order of the

j, so inserting the definition of α′m gives the alternative approximation

α′m =
∑
j∈J

αjλj =
∑
j∈J

(
λjaj
qj

+O

(
P−d+2R(d−1)θ

qj

))

=

∑
j∈J λjbj

q
+O

(
P−d+(r+1)(d−1)Rθ

q

)
. (2.5.6)

Our goal is now to show that the two approximations (2.5.5) and (2.5.6) are
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2.6. Generating functions analysis

actually the same. However, if they are distinct, it follows that

1

q′mq
≤
∣∣∣∣a′mq′m −

∑
j∈J λjbj

q

∣∣∣∣
≤
∣∣∣∣α′m − a′m

q′m

∣∣∣∣+

∣∣∣∣α′m −
∑

j∈J λjbj

q

∣∣∣∣
� qP−d+2(d−1)Rθ + q′mP

−d+(r+1)(d−1)Rθ

q′mq

� P−d+(r+3)(d−1)Rθ

q′mq
,

which is a contradiction if θ is sufficiently small. Choosing θ in accordance with

the hypothesis of the statement of the lemma, we can thus conclude that (2.5.5)

and (2.5.6) coincide. Lemma 2.7 now ensures that gcd(
∑

j∈J λjbj, q) = 1, so

the above approximations are both reduced fractions and one has the common

denominator q = q′m � P 2(d−1)Rθ.

Finally, the bound on |qαj − bj| follows by observing that

|αjq − bj| =
q

qj
|αjqj − aj| ≤ q|αjqj − aj| � P 2(d−1)RθP−d+(d−1)Rθ.

This yields the statement.

It should be noted here that the factors 2 and 3 that arise in the homogenis-

ing process probably have little right to exist at all, and that one would expect

them to succumb to a more momentous argument than the one we have been

presenting here. However, the important accomplishment of this section is to

avoid collecting another factor r in the homogenising process, as that would

undo the gains from Section 2.3 and throw us back into the situation of treating

Equation (2.1.3) as a system in rR variables without regard for symmetries.

2.6 Generating functions analysis

Our goal in this section is to show that the major arcs contribution can be

interpreted as a product of local densities. In order to do so, it is somewhat

inconvenient that the estimate of β = |α − a/q| depends on q. We therefore
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extend the major arcs slightly and define our final choice of major arcs M′(P, θ)

to be set of all α = a/q + β contained in [0, 1)Rr that satisfy

|β| ≤ C ′P−d+3(d−1)Rθ and 0 ≤ a < q ≤ C ′P 2(d−1)Rθ (2.6.1)

for some suitably large constant C ′. As before, we will omit the parameter P

in most cases. Notice that by Lemma 2.9 this definition comprises the original

major arcs as defined in (2.4.1). Henceforth all parameters α, a, q,β will be

implicitly understood to satisfy the major arcs inequalities as given in (2.6.1).

Letting

Sq(a) =

q∑
x=1

e

(
F(x; a)

q

)
(2.6.2)

and

vP (β) =

∫
|ξ|≤P

e
(
F(ξ;β)

)
dξ, (2.6.3)

we can replace the exponential sum by an expression that reflects the rational

approximation to α and will be easier to handle.

Lemma 2.10. Assume that α ∈M′(P, θ). Then there exists an integer vector

(a, q) such that

T (α)− q−msSq(a)vP (β)� qms
(
1 + (Pq−1)msqP d−1|β|

)
� Pms−1+5(d−1)Rθ.

Proof. The first estimate is essentially like in [48, Lemma 8.1]. Sorting the

terms in arithmetic progressions modulo q, we have

T (α) =
∑

z mod q

e(F(z; a/q))
∑

w∈Zms
qw+z≤P

e(F(qw + z;β)),

and thus the difference T (α)− q−msSq(α)vP (β) is given by

∑
z mod q

e(F(z; a/q))H(q,β, z),
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where

H(q,β, z) =
∑

w∈Zms
qw+z≤P

e(F(qw + z;β))− q−ms
∫
ξ≤P

e
(
F(ξ;β)

)
dξ

=
∑

w∈Zms
qw+z≤P

∫ w+1

w

{
e(F(qw + z;β))− e(F(qξ + z;β)) +O(1)

}
dξ.

By the Mean Value Theorem, the integral is� q(P d−1
∑

j∈J |β|). Furthermore,

the sum over w is � (Pq−1)ms, and the remaining term is just Sq(α) and can

be bounded trivially by qms. Therefore, we have

T (α)− q−msSq(a)vP (β)� qms

(
1 + (Pq−1)msqP d−1

∑
j∈J

|β|

)

as claimed, and the second inequality follows on inserting the bounds on q and

β. Notice that we can assume θ to be small enough for the first term qms to

be negligible.

The next step is to integrate the expression from Lemma 2.10 over M′(P, θ)

in order to determine the overall error arising from this substitution. For this

purpose, define the truncated singular series and singular integral as

Sψ(P ) =
C′P 2(d−1)Rθ∑

q=1

q−ms
q−1∑
a=0

(a,q)=1

Sq(a)e (−(n ·α)/q)

and

Jψ(P ) =

∫
|β|≤C′P−d+3(d−1)Rθ

vP (β)e(−n · β)dβ,

respectively.

Lemma 2.11. The total major arcs contribution is given by∫
M′(θ)

T (α)e(−α · n)dα = Sψ(P )Jψ(P ) +O
(
Pms−Rrd+(d−1)R(5Rr+7)θ−1

)
.
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Proof. The volume of the extended major arcs M′(θ) is bounded by

vol(M′(θ))�
C′P 2R(d−1)θ∑

q=1

∏
j∈J

R∏
ρ=1

( q−1∑
a
(ρ)
j =0

P−d+3R(d−1)θ
)

�
C′P 2R(d−1)θ∑

q=1

(
qP−d+3R(d−1)θ

)rR
� P−Rrd+(d−1)R(5Rr+2)θ.

Together with Lemma 2.10, this implies that

C′P 2(d−1)Rθ∑
q=1

q−1∑
a=0

(a,q)=1

∫
|β|≤P−d+3(d−1)Rθ

(
T (a/q + β)− q−msSq(a)vP (β)

)
dβ

� sup
α=a/q+β∈M′(θ)

∣∣T (a/q + β)− q−msSq(a)vP (β)
∣∣× vol(M′(θ))

� Pms−1+5(d−1)RθP−Rrd+(d−1)R(5Rr+2)θ.

This proves the statement.

We can now fix θ such that (d − 1)R(5Rr + 7)θ < 1 for the rest of our

considerations and note that with this choice Lemmata 2.6, 2.9 and 2.11 are

applicable, yielding

Ns,ψ(P ) = Sψ(P )Jψ(P ) + o(Pms−Rrd)

if the number of variables is large enough.

The truncated singular series and integral can be extended to infinity. Re-

calling the definition in (2.6.3) and (2.2.4) and using the homogeneity of F,

integration by parts reveals that

vP (β) =

∫
|ξ|≤P

e

(
R∑
ρ=1

∑
j∈J

β
(ρ)
j Φ

(ρ)
j (ξ)

)
dξ

= Pms

∫
|ξ|≤1

e

(
R∑
ρ=1

∑
j∈J

P dβ
(ρ)
j Φ

(ρ)
j (ξ)

)
dξ

= Pmsv1(P dβ). (2.6.4)
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It follows that after another integration by parts one has

Jψ(P ) =

∫
|β|≤C′P−d+3(d−1)Rθ

vP (β)e(−n · β)dβ

= Pms

∫
|β|≤C′P−d+3(d−1)Rθ

v1(P dβ)e(−n · β)dβ

= Pms−Rrd
∫
|β|≤C′P 3(d−1)Rθ

v1(β)e
(
−(n · β)/P d

)
dβ.

We therefore define, if existent, the complete singular series Sψ and the sin-

gular integral Jψ as

Sψ =
∞∑
q=1

q−1∑
a=0

(a,q)=1

q−msSq(a)e (−(n · a)/q),

Jψ =

∫
RrR

v1(β)e
(
−(n · β)/P d

)
dβ.

In either case, convergence implies that the errors |Sψ(P ) − Sψ| and∣∣Jψ(P )− Pms−RrdJψ
∣∣ are o(1), and we will be able to replace the statement

in Lemma 2.11 by∫
M′(P,θ)

T (α)e(α · n)dα = Pms−RrdJψSψ + o
(
Pms−Rrd).

It remains to show that the above definitions are permissible.

Lemma 2.12. Suppose k > 3(d−1)RW for some W > r, and assume (2.3.7)

is satisfied. Then

v1(β)�
(
1 + |β|

)−W
.

Proof. By (2.6.4), we see that the equation

v1(β) = Q−msvQ(Q−dβ)

holds for arbitrary Q. For

0 < θ1 ≤
d

(d− 1)R(r + 3)
(2.6.5)

(to be determined later) and for a given β ∈ RrR choose Q such that for a

suitable constant C one has

CQ3(d−1)Rθ1 = |β|. (2.6.6)
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Notice that the condition (2.6.5) on θ1 allows us to apply Lemma 2.9, so we

can assume the major arcs to be homogenised. Hence with this choice of Q,

the argument Q−dβ lies just on the edge of the corresponding major arcs

M′(Q, θ1); in fact, it is best approximated by a = 0 and q = 1, and one has

q−msS1(0) = 1. An application of Lemma 2.10 yields

vQ(Q−dβ) = T (Q−dβ) +O
(
Qms−1+5(d−1)Rθ1

)
.

On the other hand, since Q−dβ lies on the edge of the extended major arcs

M′(Q, θ1), it is not contained in the original set M(Q, θ1) of major arcs. We

can therefore bound the exponential sum T (Q−dβ) by the minor arcs estimate

and find

T (Q−dβ)� Qms−kθ1 � Qms−3(d−1)RWθ1 .

This gives

v1(β)� Q−ms
(
Qms−3(d−1)RWθ1 +Qms−1+5(d−1)Rθ1

)
,

which is optimised by picking

θ−1
1 = 5(d− 1)R + 3(d− 1)RW = R(d− 1)(3W + 5).

Notice that this choice satisfies (2.6.5) as we assumed W > r. This allows us

to rewrite (2.6.6) in the shape

CQ3/(3W+5) = |β|,

whence the bound on v1 is

v1(β)�
(
Q−3(d−1)RWθ1 +Q−1+5(d−1)Rθ1

)
� Q−3W/(3W+5) � |β|−W .

Furthermore, one has trivially v1(β) � 1, so on taking the maximum one

retrieves the statement.
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Having thus established the convergence of the singular integral, it remains

to analyse the behaviour of the singular series. As a first step in that direction,

we note that by standard arguments one has

Sq1(a1)Sq2(a2) = Sq1q2(q2a1 + q1a2)

for coprime q1, q2, so the argument q2a1 + q1a2 runs over a full set of residues

modulo q1q2 and we have the multiplicativity property

q1∑
a1=1

(a1,q1)=1

Sq1(a1)

q2∑
a2=1

(a2,q2)=1

Sq2(a2) =

q1q2∑
b=1

(b,q1q2)=1

Sq1q2(b). (2.6.7)

This allows us to restrict ourselves to considering prime powers.

Lemma 2.13. Let d ≥ 2, p prime and l a non-negative integer, and suppose

further that (2.3.7) holds true. Then for any W > 0 such that k > (d−1)RW ,

the terms of the singular series are bounded by

(pl)−msSpl(a)� (pl)−W .

Proof. We imitate the argument of Schmidt [62, Lemma 7.1]. Pick a suitable

θ2 < ((d− 1)R)−1 such that kθ2 ≥ W , and assume that the argument a/pl is

on the corresponding major arcs M(pl, θ2). Then by the definition (2.4.1) of

the major arcs one can find 0 < qj � pl(d−1)Rθ2 � pl and bj < qj for each j ∈ J

subject to ∣∣∣∣∣qja
(ρ)
j

pl
− b(ρ)

j

∣∣∣∣∣� (pl)−d+(d−1)Rθ2 (1 ≤ ρ ≤ R),

or equivalently

|qja(ρ)
j − b

(ρ)
j pl| � (pl)(1−d)(1−Rθ).

For d > 1, inserting the bound for θ2 forces qja
(ρ)
j to be a multiple of pl, but

since qj < pl it follows that p divides a
(ρ)
j for every set of indices. This is,

however, impossible as we had gcd(a, p) = 1. By Lemma 2.5 we can therefore

conclude that the minor arcs estimate is true and

(pl)−msSpl(a) ≤ (pl)−kθ2 � (pl)−W

as claimed.
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We now define the p-adic density as

χp(ψ) =
∞∑
l=0

p−lms
pl∑

a=1
(a,p)=1

Spl(a).

Lemma 2.14. Suppose k > 3(d−1)R(Rr+1). Then each of the local densities

χp and χ∞ is absolutely convergent. Furthermore, one has

1/2 ≤
∏
p>p0

χp(ψ) ≤ 3/2

for some suitable p0.

Proof. The first statement is now immediate from Lemmata 2.12 and 2.13 on

choosing W > Rr + 1 and noting that 3(Rr + 1) > r(R + 1), so Lemma 2.6

will be applicable.

The second statement is essentially Lemma 5.2 and the subsequent corollary

of [17]. By Lemma 2.13 with W = Rr + 1 + δ one has

|χp(ψ)− 1| =

∣∣∣∣∣
∞∑
l=1

p−lms
pl∑

a=1
(a,p)=1

Spl(a)

∣∣∣∣∣�
∞∑
l=1

(pl)−1−δ � p−1−δ,

which implies immediately that

∏
p

χp = 1 +O

(∑
p

p−1−δ

)
.

This completes the proof of the Lemma.

It therefore follows by the multiplicativity property (2.6.7) that the singular

series Sψ is absolutely convergent and can be expanded as an Euler product

Sψ =
∏
p

χp(ψ),
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2.6. Generating functions analysis

where the p-adic densities χp(ψ) are given by

χp(ψ) =
∞∑
i=0

p−ims
pi∑

a=1
(a,p)=1

Spi(a)e
(
−(n · a)/pi

)
(2.6.8)

=
∞∑
i=0

p−ims
pi∑

a=1
(a,p)=1

pi∑
x=1

e(F(x; p−ia))e
(
−(n · a)/pi

)
.

By the discussion in [62, Section 3], this can be interpreted as a p-adic integral

χp(ψ) =

∫
QrRp

∫
Zmsp

e
(
F(ξ;η)− η · n

)
dξdη,

which is the exact analogue of (2.2.6) in the p-adic numbers Qp.

Similarly, the singular integral

Jψ =

∫
RrR

∫
|ξ|≤1

e
(
F(ξ;β)− (β · n)/P d

)
dξdβ

measures solutions in the real unit box and may thus be interpreted as the

density of real solutions. Thus Theorem 2.1 is established.
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Chapter 3

Counting lattices on

hypersurfaces

3.1 Introduction and setup

The most important special case of our work in Chapter 2 is that of counting

linear spaces on hypersurfaces and corresponds to the case of representing the

zero polynomial. In other words, one is interested in counting the number of

x = (x1, . . . ,xm) that solve

F (x1t1 + . . .+ xmtm) = 0 (3.1.1)

identically in t1, . . . , tm. This equation describes a linear space over Zs of affine

dimension m, or, in other words, an m-dimensional integer sublattice of Zs.

The formulation of the problem in terms of lattices arises quite naturally, and

one may wonder whether the methods are specific to the setting over Zs or

whether one may restrict to count solutions whose generators lie in sublattices

of this.

Suppose that Λ is a lattice given by Λ = Zm×sC for some non-singular

(m×m)-matrix C, then we are interested in the number NC(P ) of x ∈ Zs×mC

of height at most P that solve (3.1.1) identically in t1, . . . , tm. This problem

transforms into a normal linear spaces counting problem with the additional
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3.1. Introduction and setup

difficulty that the generators should all be contained in an integer lattice de-

fined by the matrix C, and we have the following theorem.

Theorem 3.1. Let d ≥ 2 and m ≥ 2 be positive integers and r =
(
d+m−1
m−1

)
as

in (2.1.1), and let P be large. Further, let C ∈ Zm×m be a non-singular matrix,

and write γmax for the largest diagonal entry of its Smith normal form. Then,

provided that

s∗ > 2d−1 max

{
3(d− 1)(r + 1),

rd

1− log γmax/ logP

}
,

the number NC(P ) of points (x1, . . . ,xm) ∈ Zs×mC of height at most P solving

Equation (3.1.1) identically in t1, . . . , tm is given by

NC(P ) =

(
Pm

det(C)

)s
P−rdχ∞

∏
p prime

χp + o

((
Pm

det(C)

)s
P−rd

)
uniformly in C, and χp and χ∞ characterise the local solubility densities of the

variety defined by F = 0 and are independent of C.

By the same methods a similar result for systems of equations may be

derived, but since the necessary modifications are fairly straightforward, we

refrain from explicitly doing so. One notes the strong dependence of the result

on the shape of the matrix C. This arises naturally, since if γmax � P , one of

the variables is essentially fixed and the system is really of dimension m − 1,

so we should expect a different main term. On the other hand, when C is the

identity matrix this recovers Theorem 2.1.

Observe that for the purpose of understanding NC(P ), we can assume

without loss of generality that the matrix C is diagonal. In fact, suppose

U, V ∈ SL(m,Z) are such that UCV is diagonal. By interpreting the vec-

tors x1, . . . ,xm as a matrix X, we can view our counting function NC(P ) as

counting matrices X ∈ Zm×sC of height at most P for which F (Xt) = 0 is

true identically in t. This implies, however, that we may replace t by V t in

the statement and equivalently demand that F (X(V t)) = 0 identically in t.

On the other hand, the condition X ∈ Zm×sC can be written as X = Y C with
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Chapter 3. Counting lattices on hypersurfaces

Y ∈ Zm×s, so NC(P ) counts the matrices Y for which Y C is of height at most

P and F (Y Ct) = 0 identically in t. Since U is unimodular, right multiplication

with U is a bijection, so we may equivalently set Y = ZU and count matrices

Z ∈ Zm×s such that ZUC is of height at most P and F (ZUCt) = 0 identically

in t ∈ Zm. It follows that we may assume without loss of generality that C is

of the form C = diag(γ1, . . . , γm), and the condition

x ∈ Zs×mC ∩ [−P, P ]s×m

translates into the simpler

xi ∈ γiZs ∩ [−P, P ]s (1 ≤ i ≤ m).

Now recall that the form F is homogeneous, so after expanding the system and

removing factors this reduces to counting the number of solutions to (3.1.1)

with xi ∈ Zs ∩ [−Pi, Pi]s where Pi = P/γi, and Theorem 3.1 may be restated

in the version alluded to in the introduction.

Theorem 3.2. Let d ≥ 2 and m ≥ 2 be positive integers and let P1 ≤ . . . ≤ Pm

be large. Further, assume that

s∗ > 2d−1 max

{
3(d− 1)(r + 1), rd

(
logPm
logP1

)}
.

Then the number N(P1, . . . , Pm) of |xi| ≤ Pi solving (3.1.1) identically in

t1, . . . , tm is given by

N(P1, . . . , Pm) =
( m∏
i=1

Pi

)s−rd/m
χ∞

∏
p prime

χp + o

(( m∏
i=1

Pi

)s−rd/m)
, (3.1.2)

where χ∞ and χp denote the local solubility constants as usual.

This result is somewhat reminiscent of Schindler’s work on bihomogeneous

forms in [56], who derives an asymptotic formula for systems of R forms

F (ρ)(x,y) of bidegree (d1, d2), where the x and y are contained in boxes of

sidelength P1 and P2, respectively, and the number of variables s = s1 + s2

that is required in her work is

s∗ > 2d1+d2−2 max{R(R + 1)(d1 + d2 − 1), R((logP1/ logP2)d1 + d2)}.
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3.1. Introduction and setup

On the first glance, our setting is more complex as we study a system of forms

of distinct multidegrees, but the fact that this system arises naturally in the

linear spaces setting and thus comes equipped with certain symmetries can be

used to great advantage in our analysis and allows us to derive a strong result

also in this seemingly more difficult situation.

A result that is more closely related is implicit in recent work by Dietmann

and Harvey [23] on the representation of quadratic forms by quadratic forms,

for which they require a result of the flavour of Theorem 3.2 in the case d = 2.

They establish an asymptotic formula comparable to that in (3.1.2), provided

that the number of variables satisfies

s∗ > 2(r + 1)

(
r +

m∑
i=1

log(Pi/P1)

logP1

)
.

One remarks that this grows quadratically in r. We show, however, that

the methods developed for the proof of Theorem 1.1 continue to be applicable,

so we save a factor of r over their work.

It is not hard to see how Theorems 3.1 and 3.2 are related. As in our work

in Chapter 2, we have to understand expressions of the shape

F (t1x1 + . . .+ tmxm) =
∑
j∈J

A(j)tj1tj2 · . . . · tjdΦ(xj1 ,xj2 , . . . ,xjd),

where we use the notation introduced in §2.2 in writing Φ for the multilinear

form associated to F , J for the set of multi-indices (j1, . . . , jd) ∈ {1, . . . ,m}d,

and A(j) for the combinatorial factors that take into account the multiplicity

of each term. This allows us to focus on the system

Φj(x) = Φ(xj1 , . . .xjd) = 0 (j ∈ J).

Writing α = (αj)j∈J , we define

F
(
x1, . . . ,xm;α

)
=
∑
j∈J

αjΦj(x). (3.1.3)
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Chapter 3. Counting lattices on hypersurfaces

The exponential sum is now obtained by summing (3.1.3) over all x in the

range that is being considered. In the case of Theorem 3.2 this is the cartesian

product of the intervals [−Pi, Pi], which we denote by P . Notice that this can

be transformed into the language of Theorem 3.1 by by setting Pm = P and

γi = Pm/Pi for all i. In this notation we have

CardP =
m∏
i=1

Pi =
m∏
i=1

P

γi
=

Pm

det(C)
.

The exponential sum is thus given by

T (α,P) =
∑
x∈Ps

e(F(x;α)),

and classical orthogonality relations imply that the number of solutions to

(3.1.1) with xi ≤ Pi is given by

N(P) =

∫
[0,1)r

T (α,P)dα =

∫
[0,1)r

∑
x∈Ps

e (F (x;α)) dα. (3.1.4)

In the case of Theorem 3.1, on the other hand, the xi are multiples of γi,

and by homogeneity we may write

F
(
γ1x1, . . . , γmxm;α

)
=
∑
j∈J

αjΦ(γj1xj1 , . . . , γjdxjd)

=
∑
j∈J

αjγ̂jΦ(xj1 , . . . ,xjd),

where we introduced the notation γ̂j for the product γj1 · . . . · γjd . Absorbing

the factors γ̂j into the coefficients αj, we see that the number of solutions is

given by

NC(P ) =

∫
[0,1)r

∑
xC≤P

e (F (xC;α)) dα

=

∫
[0,1)r

∑
x∈Ps

e

(∑
j∈J

αjγ̂j
(
Φj(x)

))
dα

=
(∏

j∈J

γ̂j

)−1

N(P).
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The product in the last line is symmetric in the γi and has altogether rd factors,

so its value is

∏
j∈J

γ̂j = (γ1 · . . . · γm)rd/m = det(C)rd/m. (3.1.5)

It is therefore the counting function N(P) given by (3.1.4) towards which we

will direct our attention.

3.2 Weyl differencing

The first step is to establish an inequality of Weyl type as presented in [8]

and adapted to the linear space situation in Chapter 2. Although the greater

picture of this is by now fairly standard, the different ranges of the xi create

some technical complications which need to be attended to with due care.

As in Chapter 2, we define the discrete difference operator by its action on

the form F(x;α) as

∆i,hF(x;α) = F(x1, . . . ,xi + h, . . . ,xm;α)− F(x1, . . . ,xi, . . . ,xm;α),

and write for brevity

∆
(k)
hj

= ∆k,hjk
· · ·∆1,hj1

.

This allows us to formulate our first Weyl differencing lemma.

Lemma 3.1. Let 2 ≤ k ≤ d− 1. We have

|T (α,P)|2k �
(

Pm

det(C)

)(2k−1)s ( k∏
i=1

P−si

) ∑
|hl|≤Pjl
1≤l≤k

∑
x

e
(

∆
(k)
hj
F(x;α)

)
,

and the sum over x is over a suitable box contained in P.

Proof. The proof is, as usual, by induction. The case k = 2 follows by Cauchy–
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Chapter 3. Counting lattices on hypersurfaces

Schwarz via

|T (α,P)|2 �

( ∑
|xi|≤Pi
i 6=j1

1

) ∑
|xi|≤Pi
i 6=j1

∣∣∣∣∣ ∑
|xj1 |≤Pj1

e(F(x;α))

∣∣∣∣∣
2

�
(∏
i 6=j1

P s
i

) ∑
|xi|≤Pi
i 6=j1

 ∑
|h1|≤Pj1

∑
xj1

e (∆j1,h1F(x;α))


�
(

Pm

det(C)

)s
P−sj1

∑
|h1|≤Pj1

∑
x

e (∆j1,h1F(x;α)).

Note that the final summation of xj1 is over all |xj1| ≤ Pj1 that also satisfy

|xj1 + h1| ≤ Pj1 , which is again a box contained in [−Pj1 , Pj1 ]. The induction

step is similar. By another application of Cauchy–Schwarz, one has∣∣∣∣∣ ∑
|hl|�Pjl
1≤l≤k

∑
x

e
(

∆
(k)
hj
F(x;α)

) ∣∣∣∣∣
2

�

( ∑
|hl|�Pjl
1≤l≤k

∑
|xi|�Pi
i 6=jk+1

1

) ∑
|hl|�Pjl
1≤l≤k

∑
|xi|�Pi
i 6=jk+1

∣∣∣∣∣ ∑
|xjk+1

|�Pjk+1

e
(

∆
(k)
hj
F(x;α)

) ∣∣∣∣∣
2

�
(

Pm

det(C)

)s
P−sjk+1

( k∏
l=1

P s
jl

) ∑
|hl|�Pjl
1≤l≤k+1

∑
x

e
(

∆
(k+1)
hj

F(x;α)
)
,

and hence

|T (α,P)|2k+1 �
(

Pm

det(C)

)(2k+1−2)s ( k∏
l=1

P−2s
jl

)∣∣∣∣∣ ∑
|hl|�Pjl
1≤l≤k

∑
x

e
(

∆
(k)
hj
F(x;α)

) ∣∣∣∣∣
2

�
(

Pm

det(C)

)2k+1−1 ( k+1∏
l=1

P−1
jl

) ∑
|hl|�Pjl
1≤l≤k+1

∑
x

e
(

∆
(k+1)
hj

F(x;α)
)
.

This completes the proof.

Writing

Φ(x, ĥ) =
s∑

n=1

Bn(ĥ)xn (3.2.1)
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3.2. Weyl differencing

and abbreviating ĥ for the (d− 1)-tuple (h1, . . . ,hd−1), we let

Υ(j) =
∑
|hl|�Pjl
1≤l≤d−1

s∏
n=1

min
(
Pjd , ‖M(j)αjBn(ĥ)‖−1

)
,

where the coefficients M(j) are defined by means of (2.2.3) as

M(j) = µ1(j)!µ2(j)! · . . . · µm(j)!.

Then we can bound the exponential sum above.

Lemma 3.2. One has

|T (α,P)|2d−1 �
(

Pm

det(C)

)2d−1s ( d∏
k=1

P−sjk

)
Υ(j).

Proof. In the case k = d− 1, we see that Lemma 3.1 yields

|T (α,P)|2d−1 �
(

Pm

det(C)

)(2d−1−1)s ( d−1∏
k=1

P−sjk

) ∑
|hl|�Pjl
1≤l≤d−1

∑
x

e
(

∆
(d−1)
hj

F(x;α)
)
.

As in the previous chapter, we notice that the differencing procedure gradually

reduces the degree while preserving the structure of the system. In our case,

this means that after d − 1 applications the resulting expression is linear in

the x1, . . . ,xm, and since all forms in the system of equations are instances

of the same multilinear form Φ, we may exploit this structure in our analysis.

Writing R(ĥ) for the terms independent of x, one obtains∑
|hl|�Pjl
1≤l≤d−1

∑
x

e
(

∆
(d−1)
hj

F(x;α)
)

�
∑
|hl|≤Pjl
1≤l≤d−1

∑
x∈Ps

e

(
m∑
k=1

M(j1, . . . , jd−1, k)α(j1,...,jd−1,k)Φ(xk,h1, . . . ,hd−1) +R(ĥ)

)

�
(

Pm

det(C)

)s
P−sjd

∑
|hl|�Pjl
1≤l≤d−1

∣∣∣∣∣∣
∑

|xjd |�Pjd

e
(
M(j)αjΦ(xjd , ĥ)

)∣∣∣∣∣∣.
Recalling (3.2.1), the innermost sum is∑

|xjd |�Pjd

e
(
M(j)αjΦ(xjd , ĥ)

)
=

s∏
n=1

∑
|xn|�Pjd

e
(
M(j)αjBn(ĥ)xn

)
.

63



Chapter 3. Counting lattices on hypersurfaces

Thus by standard arguments we have

∑
|hl|�Pjl
1≤l≤d−1

s∏
n=1

∑
|xn|�Pjd

e
(
M(j)αjBn(ĥ)xn

)

�
∑
|hl|�Pjl
1≤l≤d−1

s∏
n=1

min
(
Pjd , ‖M(j)αjBn(ĥ)‖−1

)
,

which is Υ(j). Altogether we have

|T (α,P)|2d−1 �
(

Pm

det(C)

)(2d−1−1)s
(
d−1∏
k=1

P−sjk

)(
Pm

det(C)

)s
P−sjd Υ(j),

which returns the statement of the lemma.

3.3 Geometry of numbers

We want to show that either for some parameters k and θ > 0 we can save P kθ

on the trivial estimate on T (α,P), or we have good rational approximations

to the vector α, or the form F has been singular from the beginning.

Let Nj(Pj1 , . . . , Pjd−1
;Q) denote the cardinality of the set{

|hk| ≤ Pjk (1 ≤ k ≤ d− 1) : ‖M(j)αjBn(ĥ)‖−1 > Q ∀n
}
. (3.3.1)

Lemma 3.3. Suppose

|T (α,P)| �
(

Pm

det(C)

)s
P−kθ

for some k and θ to be determined later. Then one has

Nj

(
Pj1 , . . . , Pjd−1

;Pjd
)
� P−2d−1kθ−ε

d−1∏
k=1

P s
jk
.

Proof. Combining the hypothesis of the lemma with Lemma 3.2 we have((
Pm

det(C)

)s
P−kθ

)2d−1

�
(

Pm

det(C)

)2d−1s ( d∏
k=1

P−sjk

)
Υ(j).
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Rearranging the terms, one obtains

Υ(j)� P−2d−1kθ

d∏
k=1

P s
jk
. (3.3.2)

Notice that, unlike in the situation considered in Chapter 2, we obtain distinct

estimates for the j ∈ J .

Now for a fixed tuple h2, . . . ,hd−1 write

R(h2, . . . ,hd−1) = Card{|h1| ≤ Pj1 : ‖M(j)αjBn(ĥ)‖ < P−1
jd

(1 ≤ n ≤ s)},

so that ∑
|hl|≤Pjl
2≤l≤d−1

R(h2, . . . ,hd−1) = Nj

(
Pj1 , . . . , Pjd−1

;Pjd
)
.

Then a familiar pigeonhole argument as in the proof of [17, Lemma 13.2]

implies that for any integers rn between 1 and Pjd the number of h1 such that

rn
Pjd

< {M(j)αjBj,n(ĥ)} < rn + 1

Pjd
(1 ≤ n ≤ s)

is at most R(h2, . . . ,hd−1), and thus

Υ(j)�
∑
|hl|≤Pjl
2≤l≤d−1

s∏
n=1

Pjd−1∑
rn=1

min

{
Pjd ,

Pjd
rn
,
Pjd

rn + 1

}

� (Pjd log(Pjd))
s
∑
|hl|≤Pjl
2≤l≤d−1

R(h2, . . . ,hd−1)

� (Pjd log(Pjd))
sNj

(
Pj1 , . . . , Pjd−1

;Pjd
)
.

Inserting this into (3.3.2) gives the desired result.

We will need the following standard lemma.

Lemma 3.4. Let L1, . . . , Ln be linear forms given by

Li = λi,1x1 + . . .+ λi,nxn (1 ≤ i ≤ n)

with the additional symmetry that λi,j = λj,i. For a parameter A let U(Z)

denote the number of integer solutions x1, . . . , xn to the system

|xi| < AZ and ‖Li(x)‖ < Z/A (1 ≤ i ≤ n).
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Then for 0 < Z ′ ≤ Z ≤ 1 we have

U(Z)

U(Z ′)
�
(
Z

Z ′

)n
.

Proof. This is [17, Lemma 12.6].

We are now in a position to use Lemma 3.4 for our main application of the

geometry of numbers. It is here that the dependence on the matrix C in the

final bound for s∗ makes its first appearance. The goal is to apply Lemma 3.4

on each of the variables hk in such a way that AZ = Pjk and AZ ′ = P θ for

some small θ, so that in the further course of the argument we can assume the

variables to lie in small boxes which are then independent of C. However, this is

legitimate only in the case when Z ′ ≤ Z, so we need (AZ ′)/(AZ) = P θ/Pjk ≤ 1

for all jk. This condition amounts to P θ ≤ P/γmax or, taking logarithms,

θ ≤ 1− log γmax

logP
.

For simplicity we write

η = log γmax/ logP. (3.3.3)

Notice that in the case when C is the unit matrix we have η = 0 and therefore

θ ≤ 1 as usual. We can now formulate our application of the geometry of

numbers.

Lemma 3.5. Suppose that 0 < θ ≤ 1−η, where η is as in (3.3.3). Then under

the conditions of Lemma 3.3 one has

Nj

(
P θ, . . . , P θ;

P d−(d−1)θ

γ̂j

)
� P (d−1)sθ−2d−1kθ−ε.

Proof. This follows from Lemma 3.4 by what is essentially a standard argu-

ment. For fixed h1, . . .hk−1,hk+1, . . . ,hd−1 let Uk(Zk) denote the number of

hk < AkZk such that ‖M(j)αjBn(ĥ)‖ < Zk/Ak. We will take

A1 =
P

√
γj1γjd

, Z1 =

√
γjd
γj1

, Z ′1 =

√
γjdγj1
P 1−θ ,
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3.3. Geometry of numbers

and then recursively

Ak = Ak−1

√
P 1−θ

γjk
, Zk =

γjk−1
Zk−1√

P 1−θγjk
, Z ′k =

γjkZk
P 1−θ ,

so that the relations

AkZk = P/γjk , Zk/Ak = P−k+(k−1)θγj1 · . . . · γjk−1
γjd ,

AkZ
′
k = P θ, Z ′k/Ak = P−(k+1)+kθγj1 · . . . · γjkγjd ,

Zk/Z
′
k = P 1−θ/γjk

are satisfied. Notice that with our hypothesis on θ the last relation implies

Zk ≥ Z ′k. Also, one has Zk ≤ Zk−1 and, as we may assume without loss of

generality that γjd ≤ γj1 , it follows that Zk ≤ 1 for all k. Hence Lemma 3.4 is

applicable and yields

Uk(Zk)�
(
Zk
Z ′k

)s
Uk (Z ′k)� (P 1−θ/γjk)

sUk (Z ′k). (3.3.4)

We can now start a recursive argument. For given k between 0 and d − 1

consider the quantity

ν(k) = Nj

P θ, . . . , P θ︸ ︷︷ ︸
first k entries

,
P

γk+1

, . . . ,
P

γd−1

;
P (k+1)−kθ

γj1 · . . . · γjkγjd

. (3.3.5)

We can express this in terms of Uk(Zk) or Uk+1(Zk+1) by the relation

ν(k) =
∑
|hl|≤P θ

1≤l≤k−1

∑
|hl|≤P/γjl
k+1≤l≤d−1

Uk (Z ′k) =
∑
|hl|≤P θ
1≤l≤k

∑
|hl|≤P/γjl
k+2≤l≤d−1

Uk+1 (Zk+1). (3.3.6)

The recursive relation for the ν can now be derived from (3.3.4) and (3.3.6)

and is given by

ν(k − 1) =
∑
|hl|≤P θ

1≤l≤k−1

∑
|hl|≤P/γjl
k+1≤l≤d−1

Uk (Zk)

�
(
Zk
Z ′k

)s ∑
|hl|≤P θ

1≤l≤k−1

∑
|hl|≤P/γjl
k+1≤l≤d−1

Uk (Z ′k)

� (P 1−θ/γjk)
sν(k). (3.3.7)
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Iterating (3.3.7), one obtains

ν(d− 1)� P−(1−θ)(d−1)s
( d−1∏
k=1

γsjk

)
ν(0).

Finally, recalling the definition (3.3.5) of the ν(k), we can insert Lemma 3.3

and find

Nj

(
P θ, . . . , P θ;

P d−(d−1)θ

γ̂j

)
� P−(d−1)(1−θ)s

( d−1∏
k=1

γsjk

)
Nj

(
P

γj1
, . . . ,

P

γjd−1

;
P

γjd

)

� P−(d−1)(1−θ)s
( d−1∏
k=1

γsjk

)
P (d−1)s−2d−1kθ−ε

d−1∏
k=1

γ−sjk

� P (d−1)sθ−2d−1kθ−ε,

as claimed.

The message of Lemma 3.5 is that if the exponential sum is large, the

quantities M(j)αjBn(ĥ) are simultaneously close to an integer for many choices

of ĥ. This is certainly the case if the forms Bn tends to vanish for geometric

reasons, and in the other case one finds genuine (i. e. non-zero) solutions to

the diophantine approximation problem that is implicit in (3.3.1). This yields

the standard threefold case distinction.

Lemma 3.6. Let 0 < θ ≤ 1−η and k be parameters, and let α ∈ [0, 1)r. Then

there are three possibilities.

(A) The exponential sum T (α,P) is bounded by

|T (α,P)| �
(

Pm

det(C)

)s
P−kθ.

(B) For every j ∈ J one finds integers (qj, aj) satisfying

0 < qj � P (d−1)θ and |αjqj − aj| � P−d+(d−1)θγ̂j.

(C) The number of |hk| ≤ P θ for 1 ≤ k ≤ d− 1 that satisfy

Bn(h1, . . . ,hd−1) = 0 (1 ≤ n ≤ s)

is asymptotically greater than (P θ)(d−1)s−2d−1k−ε.
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3.3. Geometry of numbers

Proof. The proof is similar to that of Lemma 2.4. Assuming that the estimate

in (A) does not hold, Lemma 3.5 implies that for every j ∈ J we have∥∥∥∥M(j)αjBn(ĥj)

∥∥∥∥ < P−d+(d−1)θγ̂j (1 ≤ n ≤ s)

for at least � P (d−1)sθ−2d−1kθ−ε choices of ĥ ≤ P θ. If M(j)Bn(ĥj) is non-zero

for some n and some (d− 1)-tuple ĥj = (h1, . . . ,hd−1), we denote its value by

qj. It follows that we can find an integer aj with the property that

|αjqj − aj| � P−d+(d−1)θγ̂j.

This establishes the statement.

As in Chapter 2 the singular case can be excluded. This is, however, iden-

tical to the treatment in Lemma 2.5.

Lemma 3.7. Let α ∈ [0, 1)r and let 0 < θ ≤ 1− η and k be parameters with

s∗ > 2d−1k. (3.3.8)

Then the alternatives are the following.

(A) The exponential sum T (α,P) is bounded by

|T (α,P)| �
(

Pm

det(C)

)s
P−kθ+ε.

(B) For every j ∈ J one finds integers (qj, aj) satisfying

0 < qj � P (d−1)θ and |αjq − aj| � P−d+3(d−1)θγ̂j.

Proof. This is essentially Lemma 2.5. Notice that the singular case in Lemma

3.6 is the same as that in Lemma 2.4, so the methods used to derive Lemma

2.5 from Lemma 2.4 are applicable, and the singular case can be excluded by

choosing s∗ > 2d−1k.
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3.4 Major arcs dissection

Let κ be sufficiently large in terms of the coefficients of F and C, then we

define our first set of major arcs M(P, θ) to be the set of all α ∈ [0, 1)r that

have a rational approximation satisfying

0 ≤ aj < qj ≤ κP (d−1)θ and |αjqj − aj| ≤ κP−d+(d−1)θγ̂j (3.4.1)

for all j ∈ J , and the minor arcs

m(P, θ) = [0, 1)r \M(P, θ)

to be the complement thereof. Notice again that this respects the case distinc-

tion of Lemma 3.7, so one has a minor arcs estimate for all α ∈ m. In order to

keep notation simple, we omit the parameter P whenever there is no danger

of confusion.

Lemma 3.8. The volume of the major arcs is

vol(M(θ)) ≤
(

Pm

det(C)

)−rd/m
P 2(d−1)rθ.

Proof. As in the usual setting, we have

vol(M(θ)) =
∏
j∈J

∑
qj

∑
aj≤qj

q−1
j P−d+(d−1)θγ̂j

�
∏
j∈J

∑
qj

P−d+(d−1)θγ̂j

�
(

Pm

det(C)

)−rd/m
P 2(d−1)rθ,

where the last step follows by (3.1.5). This completes the proof of the lemma.

The pruning lemma is essentially the same as Lemma 2.6.

Lemma 3.9. Suppose the parameters k and θ satisfy

0 < θ < θ0 = min

{
d

2(d− 1)
, 1− η

}
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3.4. Major arcs dissection

and

k > max

{
2r(d− 1),

rd

1− η

}
. (3.4.2)

Then the minor arcs contribution is bounded by

∫
m(θ)

|T (α,P)|dα = O

((
Pm

det(C)

)s−rd/m
P−δ

)
.

Proof. We follow the proof of [8, Lemma 4.4]. As a first step, we note that

kθ0 > rd+ δ and therefore∫
m(θ0)

|T (α,P)|dα�
(

Pm

det(C)

)s
P−rd−δ �

(
Pm

det(C)

)s−rd/m
P−δ.

Given 0 < θ < θ0, we can pick δ small enough such that

(k − 2r(d− 1))θ > 2δ. (3.4.3)

This is possible by (3.4.2). Furthermore, we choose a sequence θi with the

property that

1 ≥ θ0 > θ1 > θ2 > . . . > θM−1 > θM = θ > 0

and subject to the condition

(θi − θi+1)k < δ for all i. (3.4.4)

This is always possible with

M = O(1). (3.4.5)

Then on writing

mi = m(θi) \m(θi−1) = M(θi−1) \M(θi)

one has

vol(mi) ≤ vol(M(θi−1))�
(

Pm

det(C)

)−rd/m
P 2(d−1)rθ
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Chapter 3. Counting lattices on hypersurfaces

by Lemma 3.8. Recall that for α ∈ m(θi), we are in the situation of case (A)

in Lemma 3.7, so the minor arcs contribution is bounded by

∫
m(θ)\m(θ0)

|T (α)| dα =
M∑
i=1

∫
mi

|T (α)| dα

�
M∑
i=1

vol(M(θi−1)) sup
α∈m(θi)

|T (α)|

�
M∑
i=1

(
Pm

det(C)

)−rd/m
P 2(d−1)rθi−1

(
Pm

det(C)

)s
P−kθi

�
M∑
i=1

(
Pm

det(C)

)s−rd/m
P−kθi+2r(d−1)θi−1 .

By (3.4.5), the sum is of no consequence and can be replaced by a maximum

over all i ∈ {1, . . . ,M}. By (3.4.3) and (3.4.4) the exponent is

−kθi + 2r(d− 1)θi−1 = k(θi−1 − θi)− (k − 2r(d− 1))θi

< k(θi−1 − θi)− (k − 2r(d− 1))θ < −δ

and we recover the enunciation.

The next step will be to homogenise the major arcs, so as to enable us to

put the exponential sum on a common denominator. Note that, unlike in the

treatment of Chapter 2, we give only a crude bound here. This is possible since

later on in the analysis, where a more rigorous bound would be necessary, the

problem reduces to the one considered in the previous chapter, so we will be

able to import bounds from our earlier work. We therefore let q = lcmj∈J qj so

that trivially q � P r(d−1)θ, and

|αjq − bj| =
q

qj
|αjqj − aj| � P−d+r(d−1)θγ̂j.

It remains to show that the major arcs contribution can be interpreted as a

product of local densities. This is fairly standard and similar to the treatment

in the previous chapter.
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3.5. Major arcs analysis

3.5 Major arcs analysis

The goal of this section is to express the contribution of the major arcs in

terms of real and p-adic solution densities. This treatment is similar to that of

Chapter 2, and indeed we will see how the local densities themselves loose all

information regarding C and reduce to the ones treated in our former work. For

technical reasons, it is convenient to extend the major arcs slightly and define

our final choice of major arcs M′(θ) to be set of all α = a/q + β contained in

the interval [0, 1)r that satisfy

|βj| ≤ κ′P−d+r(d−1)θγ̂j and 0 ≤ a < q ≤ κ′P r(d−1)θ (3.5.1)

for some suitably large constant κ′. Henceforth all parameters α, a, q,β will be

implicitly understood to satisfy the major arcs inequalities as given in (3.5.1).

Let

Sq(a) =

q∑
x=1

e

(
F(x; a)

q

)
and

vP(β) =

∫
ξ∈Ps

e
(
F(ξ;β)

)
dξ.

We can now replace the exponential sum by an expression in terms of the

approximation given by a, q and β.

Lemma 3.10. Assume that α ∈M′(P, θ). Then there exists an integer vector

(a, q) such that

T (α,P)− q−msSq(a)vP(β)� qms

(
1 +

(
(Pq−1)m

det(C)

)s
q

(∑
j∈J

|βj|
P d

γ̂j

)
γmax

P

)

�
(

Pm

det(C)

)s
P−1+2r(d−1)θγmax.

Proof. Sorting the terms in arithmetic progressions modulo q, we have

T (α,P) =
∑

z mod q

e(F(z; a/q))
∑

w∈Zms
qw+z∈Ps

e(F(qw + z;β)),
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and thus the difference T (α,P)− q−msSq(a)vP(β) is given by∑
z mod q

e(F(z; a/q))H(q,β, z),

where

H(q,β, z) =
∑

w∈Zms
qw+z∈Ps

e(F(qw + z;β))− q−ms
∫
P
e(F(ζ;β))dζ

=
∑

w∈Zms
qw+z∈Ps

∫ w+1

w

{
e(F(qw + z;β))− e(F(qζ + z;β)) +O(1)

}
dζ

�
(

(Pq−1)m

det(C)

)s{
q

(∑
j∈J

|βj|
P d

γ̂j

)
γmax

P

}

by the Mean Value Theorem. The remaining term is just Sq(a) and can be

bounded trivially by qms, so altogether we have

T (α,P)− q−msSq(a)vP(β)� qms
(

(Pq−1)m

det(C)

)s
q

(∑
j∈J

|βj|
P d

γ̂j

)
γmax

P

as claimed, and the second inequality follows on inserting the major arcs

bounds on q and β.

We define the truncated singular series and singular integral as

S(P ) =
P r(d−1)θ∑
q=1

q−ms
q−1∑
a=0

(a,q)=1

Sq(a)

and

J(P) =

∫
|βj|≤P−d+r(d−1)θγ̂j

vP(β)dβ,

respectively. This notation allows us to determine the overall error arising from

this substitution by integrating the expression from Lemma 3.10 over M′(P, θ).

Lemma 3.11. The total major arcs contribution is given by∫
M′(P,θ)

T (α,P)dα = S(P )J(P) +O

((
Pm

det(C)

)s−rd/m
P (d−1)r(r+3)θ−1γmax

)
.
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Proof. In view of the information of Lemma 3.10 it suffices to compute the

volume of the extended major arcs M′(θ). We have

vol(M′(θ))�
κ′P r(d−1)θ∑

q=1

∏
j∈J

 q−1∑
aj=0

P−d+r(d−1)θγ̂j


�

κ′P r(d−1)θ∑
q=1

(
qP−d+r(d−1)θ

)r∏
j∈J

γ̂j

�
(

Pm

det(C)

)−rd/m
P (d−1)r(r+1)θ,

where the last step follows by (3.1.5). This, together with Lemma 3.10, implies

the statement.

We may now fix θ such that

0 < θ <
1− η

(d− 1)r(r + 3)

holds. Under this condition, Lemmata 3.9 and 3.11 can be combined to estab-

lish

NC(P ) = S(P )J(P) +O

((
Pm

det(C)

)s−rd/m
P (d−1)r(r+3)θ−1+η

)
,

where our choice of θ ensures that the error term is o(Pm/ det(C))s−rd/m) as

desired.

As usual, the expected growth rate is encoded in the geometry of the prob-

lem and derives from normalising the singular integral.

Lemma 3.12.

J(P) =

(
Pm

det(C)

)s−rd/m ∫
|β|≤P r(d−1)θ

v1(β)dβ.

Proof. Recall that

F(y;β) =
∑
j∈J

βjΦ(yj1 , . . . ,yjd).
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It follows that one has

vP(β) =

∫
|yi|≤Pi

e

(∑
j∈J

βjΦ(yj1 , . . . ,yjd)

)
dy

=

(
Pm

det(C)

)s ∫
|y|≤1

e

(∑
j∈J

(P d/γ̂j)βjΦ(yj1 , . . . ,yjd)

)
dy

and ∫
|βj|≤P−d+r(d−1)θγ̂j

∫
|y|≤1

e

(∑
j∈J

(P d/γ̂j)βjΦ(yj1 , . . . ,yjd)

)
dydβ

=

(
Pm

det(C)

)−rd/m ∫
|β|≤P r(d−1)θ

v1(β)dβ.

The statement follows.

As in Chapter 2 the truncated singular series and integral can be extended

to infinity. We therefore define the complete singular series S and the singular

integral J as

S =
∞∑
q=1

q−1∑
a=0

(a,q)=1

q−msSq(a)

and

J =

∫
Rr
v1(β)dβ.

Notice that these are identical to those considered in Chapter 2 and converge

absolutely by Lemmata 2.12, 2.13 and 2.14, provided

k > 3(d− 1)(r + 1).

Together with (3.3.8) and (3.4.2), we thus obtain the final bound for our num-

ber of variables

s∗ > 2d−1 max

{
3(d− 1)(r + 1),

rd

1− η

}
,

and on inserting (3.3.3) one recovers the enunciation of the theorem.
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It remains to remark that again the singular series S can be expanded as

an Euler product

S =
∏
p

χ(p),

and the p-adic densities χ(p) have the interpretation as a p-adic integral

χ(p) =

∫
Qrp

∫
Zmsp

e
(
F(ξ;η)

)
dξdη.

Similarly, the singular integral

J =

∫
Rr

∫
|ξ|≤1

e
(
F(ξ;β)

)
dξdβ

measures solutions in the real unit box and may thus be interpreted as the

density of real solutions.
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Chapter 4

The local solution densities for

forms in many variables

4.1 Motivation and background

Thanks to the groundbreaking work of Davenport [13–15] and Birch [8] and

later Schmidt [62], the treatment of forms in many variables is now one of

the most classical applications of the circle method. However, the generic out-

come of the circle method being only a local-global principle, the transition

to asymptotic estimates of the number of solutions depends on the additional

condition that there exist solutions over the local fields that are not only

non-trivial but non-singular, and for this problem no fully satisfactory meth-

ods have been available so far. Indeed, while non-singular real solubility is

by now well understood at least if the degree is odd, establishing comparable

statements over Qp is a far more delicate problem. In addition to giving an

account of the methods commonly employed to obtain information concerning

the p-adic solubility and extending them to the multidimensional situation,

this chapter will be devoted to showing how the gap between non-trivial and

non-singular p-adic solubility can be crossed. These new methods require a

somewhat more complicated non-singularity condition, which coincides with
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the traditional one in the case m = 1, so it is in this situation that the new

methods will be most efficient.

Let Hd(R,m) be the least integer H such that for every system F =

(F (1), . . . , F (R)) of R forms of degree d in at least s∗ ≥ H variables there

exist nonnegative constants χ∞ and χp for every prime p such that the num-

ber N
(d)
s,R,m(P ) of linear spaces of affine dimension m and height at most P

contained in the complete intersection F = 0 obeys the asymptotic formula

N
(d)
s,R,m(P ) = Pms−Rrdχ∞

∏
p prime

χp + o
(
Pms−Rrd),

where the parameter r is given by

r =

(
d− 1 +m

d

)
. (4.1.1)

Similarly, let γpd(R,m) denote the least integer γ such that any system of

R forms of degree d in s ≥ γ variables contains a p-adic linear space of affine

dimension m. These are bounded above, so we can safely define

γ∗d(R,m) = sup
p prime

γpd(R,m)

to be the least number of variables for which there are no p-adic obstructions

to the solubility of the linear spaces problem. We stress here that γ∗d(R,m)

is defined in terms of s itself, and not in terms of s∗. This circumstance will

become important later on in the analysis.

We denote by Vm the singular locus related to the linear spaces problem;

this notion will be elaborated on in Section 4.2. For the moment we remark that

V1 = V. Similar to the one-dimensional case, we write (ms)∗ = ms−dimVm.

In this notation, the main theorem of this chapter is the following.

Theorem 4.1. Let F = (F (1), . . . , F (R)) be forms of odd degree d. Furthermore,

suppose that s∗ > Hd(R,m) and (ms)∗ > γ∗d(R,m). Then one has

N
(d)
s,R,m(P ) = Pms−Rrdχ∞

∏
p prime

χp + o(Pms−Rrd) (4.1.2)

and the product of local densities χ∞
∏

p χp is positive.
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Notice that the bound s∗ > Hd(R,m) follows just from the definition of

Hd(R,m), and the factor χ∞ can be shown to be positive by an argument due

to Schmidt (see the treatment in [60, §2] and [61, Lemma 2 and §11]), which

generalises easily to higher dimensions but which we will reproduce at the end

of the chapter nonetheless. The significance of Theorem 4.1 lies therefore in the

bound (ms)∗ > γ∗d(R,m) for non-singular p-adic solubility. This bound clearly

supersedes the previous treatment of the case m = 1 due to Schmidt (see the

Supplement to Proposition I in [62]), which requires

s∗ > 2d−1(d− 1)Rγ∗d(R, 1) (4.1.3)

in order to ensure that the p-adic densities be positive.

As to numerical values, recall that Birch’s Theorem provides the upper

bound

Hd(R, 1) ≤ 2d−1(d− 1)R(R + 1), (4.1.4)

whereas [77, Cor. 1.1] implies that

γ∗d(R, 1) ≤ (Rd2)2d−1

.

Thus Theorem 4.1 implies that in the case of Birch’s Theorem we have asymp-

totic behaviour as soon as d is odd and

s∗ > max
{

2d−1(d− 1)R(R + 1), (Rd2)2d−1
}
.

Notice that the second term dominates for all positive values of R and d.

Unfortunately, the casem > 1 is more complicated due to the more involved

nature of the non-singularity condition in Theorem 4.1. In fact, we expect

(ms)∗ = s∗ to be true, so the bound on the number of variables in Theorem 4.1

would become s∗ > max{Hd(R,m), γ∗d(R,m)}, but the proof of this presents

some difficulties. Nonetheless it is desirable to have a formulation avoiding the

more complicated non-singularity condition Vm. This can be achieved by an

adaptation of Schmidt’s bound (4.1.3) to linear spaces.
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Theorem 4.2. Let R, d odd and m ≥ 2 be as above and suppose

s∗ > 3 · 2d−1(d− 1)Rmax{Rr + 1, γ∗d(m,R)}.

Then one has an asymptotic formula as in (4.1.2) and the product of the local

densities is positive.

Again, γ∗d(R,m) can be controlled by inserting bounds from the literature.

In fact, by inserting the bound from [18, Theorem 1] into [77, Theorem 2.4]

one obtains

γ∗d(R,m) ≤ (R2d2 +mR)2d−2

d2d−1

.

In the cubic case one can use the explicit value given in the remark following

[18, Theorem 1] instead, and then [77, Theorem 2.4] gives

γ∗3(R,m) ≤ 10(6R2 +mR)2.

With these values, the bound of Theorem 4.2 takes the shape

s∗ >

3 · 2d−1(d− 1)d2d−1
R (R2d2 +Rm)

2d−2

for d ≥ 5,

24Rmax {10(6R2 +mR)2, Rr + 1} if d = 3.

(4.1.5)

The case distinction in the cubic case arises from the somewhat surprising fact

that one can ensure the existence of local p-adic solutions for some choices of

m and R with much looser conditions on the number of variables than what

is needed to establish a Hasse principle, where s is needed to grow at least

cubically in m by Theorem 2.1 and (4.1.1). Furthermore, note that due to the

generality of the setting, the bound given in (4.1.5) will not be sharp for any

typical set of parameters, and in any given special case the numerical constants

can be improved just by inserting the best available bounds for the respective

situations.

It should be mentioned that the methods used here do not yield honest

linear spaces unless we can ensure that the span of the vectors is of the right

81



Chapter 4. The local solution densities for forms in many variables

dimension. Suppose for convenience that m is even. Then it follows from the

argument in [42, p. 283] that the set of x in Zms determining a subspace of

dimension at most m/2 forms a linear space of dimension ms/2 + (m/2)2. It

follows that the number of such x of height at most P is O(Pms/2+(m/2)2), so

if one has

ms−Rrd > ms/2 + (m/2)2,

the number of vectors x solving the system

F (ρ)(x1t1 + . . .+ xmtm) = 0, 1 ≤ ρ ≤ R,

exceeds the number of vectors whose span is of dimension at most m/2. This

implies that we can find distinct vectors x1, . . . ,xm contained in the intersec-

tion of the R hyperplanes that are of rank at least m/2, provided that the

number of variables satisfies

s > 2Rrd/m+m/2.

This requirement is, however, easily implied by the conditions of our theorems.

4.2 The singularity condition for linear spaces

A crucial stepping stone in the proof of Theorem 4.1 is a suitable version of

Hensel’s Lemma adapted for linear space situations. As is usual with arguments

in the spirit of Hensel’s Lemma, this involves finding a non-singular approxi-

mate solution which can then be lifted to higher moduli and ultimately gener-

ate solutions in Qp. It is, however, not obvious what shape the non-singularity

condition takes in our case, as the multi-dimensional situation has a higher

degree of intrinsic complexity than the one-dimensional setting. This makes it

necessary to spend some time specifying what it means for a solution to be

non-singular.
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We adopt all the notation introduced in Section 2.2. Recall that one has

a correspondence between linear spaces on the complete intersection defined

by F = 0 and points on an expanded system of equations which is given as

follows. For 1 ≤ ρ ≤ R let Φ(ρ) be the multilinear form associated to F (ρ), then

one has

F (ρ) (t1x1 + . . .+ tmxm) =
∑
j∈J

A(j)tj1tj2 · . . . · tjdΦ
(ρ)
j (x), (4.2.1)

where J is the set of multi-indices {j1, . . . , jd} ∈ {1, . . . ,m}d, A(j) is a combi-

natorial factor and we abbreviate Φ
(ρ)
j (x) = Φ(ρ)(xj1 , . . . ,xjd).

Let Γ
(d)
s,R,m(pl) denote the number of solutions x1, . . . ,xm ∈ Z/plZ of the

simultaneous congruences

F (ρ)(x1t1 + . . .+ xmtm) ≡ 0 (mod pl), 1 ≤ ρ ≤ R,

identically in t1, . . . , tm. By (4.2.1) this can be written as

Γ
(d)
s,R,m(pl) = Card

{
a ∈ (Z/plZ)ms : Φ

(ρ)
j (a) ≡ 0 (mod pl) for all j, ρ

}
.

(4.2.2)

Suppose a ∈ (Zp)ms is a solution to

Φ
(ρ)
j (a) = 0 for all j ∈ J, 1 ≤ ρ ≤ R. (4.2.3)

Consider a small disturbance a + phx of a, then an application of Taylor’s

Theorem yields

Φ
(ρ)
j (a + phx) = Φ

(ρ)
j (aj1 + phxj1 , aj2 + phxj2 , . . . , ajd + phxjd)

= Φ
(ρ)
j (a) + phL

(ρ)
j (a) · x +R

(ρ)
j (a)(phx), (4.2.4)

where Φ
(ρ)
j (a) = 0 by assumption, R

(ρ)
j (a)(x) is a polynomial in x all of whose

terms are of degree ≥ 2, and L
(ρ)
j (a) is defined as follows. If en is the n-th unit

vector, we write

B(ρ)
n (x(1), . . . ,x(d−1)) = Φ(ρ)(en,x

(1), . . . ,x(d−1)),
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Chapter 4. The local solution densities for forms in many variables

so that

Φ(ρ)(x, a1, . . . , ad−1) =
s∑

n=1

Ln(a1, . . . , ad−1)xn.

Then we can define L
(ρ)
j (a) via the relation

L
(ρ)
j (a) · x =

d∑
k=1

Φ(ρ)(aj1 , . . . , ajk−1
,xjk , ajk+1

, . . . , ajd)

=
d∑

k=1

s∑
n=1

B(ρ)
n (aj1 , . . . , ajk−1

, ajk+1
, . . . , ajd)xjk,n

=
m∑
i=1

s∑
n=1

[
d∑

k=1

B(ρ)
n (aj1 , . . . , ajk−1

, ajk+1
, . . . , ajd)δjk,i

]
xi,n,

where δi,j denotes the Kronecker delta. Writing L
(ρ)
j,n,i(a) for the term in the

square brackets, one has the (Rr ×ms)-matrix

L (a) =
[
L

(ρ)
j,n,i(a)

]
j,ρ;n,i

.

A solution a to the system given in (4.2.3) is therefore considered singular if

rank(L (a)) ≤ Rr − 1, and we can properly define

Vm = {x ∈ Ams(Qp) : rank(L (x)) ≤ Rr − 1} .

As in the introduction, we remark that for this definition we do not require

the singular locus Vm to be a subset of the variety given by F = 0.

For an integer matrix A ∈ Zn×m(x) with n ≤ m let ordp(A) denote the

least integer h such that ph does not divide the greatest common divisor of

the determinants of the (n × n)-minors of A, if such a number exists, and

ordp(A) = ∞ otherwise. If the matrix A depends on a parameter x we will

write ordp(A) = min
x

ordp(A(x)). This means that when the system is non-

singular in Qp, it is in some sense non-singular over Z/phZ for all powers h

satisfying h ≥ ordp(L (x)).
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4.3. Hensel’s Lemma for linear spaces

4.3 Hensel’s Lemma for linear spaces

Suppose ordp(L ) = σ < ∞, so the system is non-singular. Then for some a

the matrix L (a) has an (Rr ×Rr)-minor L0(a) with the property

|det L0(a)|p = p1−σ;

we can assume without loss of generality that it is the first minor. WriteM(σ, ν)

for the number of a ∈ (Z/p2σ−1+νZ)ms such that

Φ
(ρ)
j (a) ≡ 0 (mod p2σ−1+ν) for all j ∈ J, 1 ≤ ρ ≤ R, (4.3.1)

|det L0(a)|p = p1−σ. (4.3.2)

Then M(σ, ν) can be bounded below.

Lemma 4.1. Suppose ms ≥ Rr. For any ν ≥ 0 the number of a (mod p2σ−1+ν)

subject to (4.3.1) and (4.3.2) is at least

M(σ, ν) ≥ p(ms−Rr)νM(σ, 0).

Proof. The proof is an amalgam of the arguments of [17, Lemma 17.1] and

[27, Prop. 5.20]. For M(σ, 0) = 0 the result is immediate, so it suffices to

consider the case M(σ, 0) > 0. Also, the lemma is trivially true for ν = 0.

We can therefore proceed by induction and investigate M(σ, ν + 1) under the

assumption that for some given ν ≥ 0 the statement is true. Let a be one of

the ≥ p(ms−Rr)νM(σ, 0) solutions to (4.3.1) and (4.3.2) counted by M(σ, ν). As

in (4.2.4), Taylor’s Theorem yields

Φ
(ρ)
j (a + pσ+νx) ≡ Φ

(ρ)
j (a) + pσ+νL

(ρ)
j (a) · x (mod p2σ+2ν),

and by (4.3.1) we can write Φ
(ρ)
j (a) = p2σ−1+νϕ

(ρ)
j for some ϕ

(ρ)
j ∈ Z. Also, by

(4.3.2) there is a unimodular matrix N ∈ ZRr×Rr such that

N L0(a) = det(L0(a)) IdRr = βpσ−1 IdRr

for some β coprime to p, so the system of congruences

Φ
(ρ)
j (a) + pσ+νL

(ρ)
j (a) · x ≡ 0 (mod p2σ+ν), j ∈ J, 1 ≤ ρ ≤ R,
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Chapter 4. The local solution densities for forms in many variables

is equivalent to

p2σ−1+νN ϕ+ pσ+νN L (a) · x ≡ 0 (mod p2σ+ν). (4.3.3)

The matrix N L (a) can be written in block structure as

N L (a) = N
(
L0(a)

∣∣L1(a)
)

=
(
βpσ−1 IdRr

∣∣N L1(a)
)

for some matrix L1(a), so if we restrict ourselves to counting solutions x of

the form

xi =

yi 1 ≤ i ≤ Rr,

pσ−1yi Rr + 1 ≤ i ≤ ms,

we can write

N L (a) · x = pσ−1L̂ · y,

where

L̂ =
(
β IdRr

∣∣N L1(a)
)
.

Thus the number of solutions to (4.3.3) is at least as big as the solution set of

N ϕ+ L̂ y ≡ 0 (mod p).

Since N, ϕ and L̂ are fixed, this can be considered as a non-singular system of

Rr linear equations in ms variables and therefore has pms−Rr solutions. Thus

altogether we have

M(σ, ν + 1) ≥ p(ms−Rr)M(σ, ν) ≥ p(ms−Rr)(ν+1)M(σ, 0)

as claimed.

Lemma 4.1 shows that as soon as there is one non-singular solution a

counted by M(σ, 0) for some σ < ∞, it can be lifted to a p-adic solution and

thus establishes a form of Hensel’s Lemma for linear spaces. Notice also that

for m = 1 one has r = 1 and hence Theorem 4.4 reproduces standard results

such as [17, Lemma 17.1].
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4.3. Hensel’s Lemma for linear spaces

Write

X =
{

x ∈ Ams(Qp) : Φ
(ρ)
j (x) = 0 for all j ∈ J, 1 ≤ ρ ≤ R

}
for the space of solutions to the system (4.2.3). It is clear from our previous

considerations that if X\Vm 6= ∅, there exists an integer σ such that M(σ, 0) >

0. We can therefore find a non-singular solution and lift it to a p-adic solution

by means of Lemma 4.1. This establishes an alternative version of Hensel’s

Lemma.

Theorem 4.3. Let F (1), . . . , F (R) ∈ Z[x1, . . . , xs] be forms of degree d, and m

an integer. Furthermore, let ms ≥ rR. Suppose that one has

X \Vm 6= ∅.

Then there exists a constant cp depending only on the system F such that for

any ν ∈ N one has

Γ
(d)
s,R,m(pν) ≥ cpp

ν(ms−Rr).

In particular, the variety defined by F = 0 contains a non-singular p-adic

linear space of dimension m.

Note that Lemma 4.1 allows us to take cp = p(1−2σ)(ms−Rr), where σ =

ordp(L ) is a finite parameter depending only on p, the dimension m and the

system F (1), . . . , F (ρ).

In its present shape, our new version of Hensel’s Lemma is only of limited

use to us, as it is not well adapted to our general state of knowledge. In fact,

while there are many results available about the least number of variables re-

quired to guarantee the existence of p-adic solutions to polynomial equations,

we tend to have little quantitative information regarding the number of so-

lutions for any given modulus or over Qp. It would therefore be desirable to

rephrase the conditions in Theorem 4.3 in terms of existence of p-adic solutions

only. This is indeed possible.
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Chapter 4. The local solution densities for forms in many variables

Lemma 4.2. Suppose

ms− dimVm ≥ γpd(R,m).

Then the system (4.2.3) possesses a non-singular p-adic solution.

Proof. Let b = dimVm. Recall that Vm really is a projective variety, so it is

of projective dimension b − 1. By a suitable version of Bertini’s Theorem we

can find a hyperplane H1 ⊂ Pms−1
Qp such that

dimproj(Vm ∩H1) ≤ max {−1, b− 2}.

Thus after k iterations one obtains a hyperplane section

Hk = H1 ∩ · · · ∩Hk

such that the restriction of the expanded singular locus Vm∩Hk is of projective

dimension at most b−k− 1. For k = b this equals −1, so we can infer that the

set Vm ∩Hb is empty as a projective variety and thus contains only the origin

as an affine variety. Hence all non-zero elements of X∩Hb are non-singular. It

suffices therefore to show that the set X ∩ Hb contains a non-trivial point.

Since all the Hk can be viewed as hyperplanes contained in Ams
Qp , the space

Hb is isomorphic to Ams−b
Qp . In order to show that X ∩ Hb is non-empty, it is

therefore enough to show that the system F = 0 contains an m-dimensional

p-adic space contained in Hb. However, by the definition of γpd(R,m) this is

guaranteed if

ms− b ≥ γpd(R,m).

Altogether, on combining Lemma 4.2 with Theorem 4.3 we obtain the fol-

lowing.

Theorem 4.4. Let F (1), . . . , F (R) ∈ Z[x1, . . . , xs] be as above, and m an inte-

ger. Furthermore, suppose that ms ≥ Rr, and that (ms)∗ ≥ γpd(R,m). Then

for any ν ∈ N one has

Γ
(d)
s,R,m(pν) ≥ cpp

ν(ms−Rr),
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4.4. The singular series in Birch’s Theorem

where the constant is as in Theorem 4.3.

This implies that for any given system of equations which is not too singular

the quantity Γ
(d)
s,R,m(ph) is of the expected order of magnitude essentially as soon

as it has a non-trivial p-adic solution.

4.4 The singular series in Birch’s Theorem

In order to deduce Theorem 4.1 from Theorem 4.4 it is necessary to recall some

of the notation of Chapter 2. In (2.6.8) we showed that the p-adic solution

density χp can be expressed as

χp =
∞∑
l=0

p−lms
pl∑

x=1

pl∑
u=1

(u,p)=1

e
(
F(x; p−lu)

)
, (4.4.1)

where we followed the notation from Section 2.6 in writing u = (u
(ρ)
j )j,ρ and

F (x; u) =
R∑
ρ=1

∑
j∈J

u
(ρ)
j Φ

(ρ)
j (x).

The expression in (4.4.1) can be transformed by what are essentially standard

operations into the following, more intuitively accessible version.

Lemma 4.3. We have

l∑
i=0

p−ims
pi∑

x=1

pi∑
u=1

(u,p)=1

e
(
F(x; p−iu)

)
= pl(Rr−ms)Γ

(d)
s,R,m(pl),

and consequently

χp = lim
l→∞

pl(Rr−ms)Γ
(d)
s,R,m(pl).

Proof. This is like [17, Lemma 5.3]. Notice that the vector u has Rr compo-

nents, so by (4.2.2) and standard orthogonality relations one has

Γ
(d)
s,R,m(pl) = p−lRr

pl∑
x=1

pl∑
u=1

e
(
F(x; p−lu)

)
.
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Furthermore, we can force a coprimality condition on the sum by writing

pl∑
x=1

pl∑
u=1

e
(
F(x; p−lu)

)
=
∑
i≤l

pi∑
u=1

(u,p)=1

pl∑
x=1

e
(
F(x; p−iu)

)

=
∑
i≤l

p(l−i)ms
pi∑

u=1
(u,p)=1

pi∑
x=1

e
(
F(x; p−iu)

)
.

Combining these two statements and taking the limit l → ∞ completes the

proof.

By Lemma 2.14 the product of the χp converges under the conditions of

Theorem 4.1, so in order to establish positivity of the singular series it remains

to show that each individual χp is positive, and by Lemma 4.3 this is the case

as soon as there is a constant cp such that

Γ
(d)
s,R,m(pl) ≥ cpp

(ms−Rr)l

for all sufficiently large l. This is, however, immediate from Theorem 4.4, pro-

vided that one has (ms)∗ ≥ γpd(R,m). It follows that χp > 0 for all primes p.

In the case of Theorem 4.2, the unwieldy non-singularity condition in the

case m ≥ 2 means that we are prevented from using Theorem 4.4 and have to

employ different methods instead.

Lemma 4.4. We have

Γ
(d)
s,R,m(pl)� pl(ms−γ

∗
d(R,m)).

Proof. This is a generalised version of [60, Lemma 2]. The proof counts the

number of solutions that are primitive in the sense that they do not vanish

modulo p. We consider the additive group X = (Z/plZ)ms, and say a subgroup

H ⊂ X has property (P) if it is the sum of g = γpd(R,m) + 1 cyclic groups of

order pl.
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We now let

α1 = Card{H ⊂ X : H has property (P)},

α2(x) = Card{H ⊂ X : x ∈ H and H has property (P)},

β1 = Card{x ∈ X : ord(x) = pl},

β2(H) = Card{x ∈ H : ord(x) = pl}.

By symmetry considerations one sees that α2(x) is constant for all x of group

order pl, so we denote that value by α2. Similarly, β2(H) will take the same

value β2 for all H with property (P). Notice that∑
x: ord(x)=pl

∑
H3x

H has property (P)

1 =
∑

H:H has property (P)

∑
x∈H

ord(x)=pl

1,

which in our notation can be simplified to β1α2 = α1β2. It follows that we have

α1

α2

=
β1

β2

=
plms − p(l−1)ms

plg − p(l−1)g
= pl(ms−g)

1− p−ms

1− p−g
.

By the definition of γpd(R,m) every system of R forms in at least g variables

contains a non-trivial m-dimensional linear space in Qp and thus by homogene-

ity in Zp. In our notation in this thesis, this means that there is an ms-tuple

x ∈ Zmsp that solves the system (4.2.3). It follows that every subgroup H with

property (P) contains a solution x that solves the system modulo pl and which

is non-vanishing modulo p. By homogeneity again all its multiples are also so-

lutions, and pl − pl−1 of these are also primitive. Hence the number Γ̂
(d)
s,R,m(pl)

of primitive solutions of the system is

Γ̂
(d)
s,R,m(pl) ≥ (pl − pl−1)

α1

α2

= (pl − pl−1)pl(ms−g)
1− p−ms

1− p−g

= pl(ms−g+1) (1− p−ms)(1− p−1)

1− p−g
,

and the last factor is � 1. Thus indeed with g = γp3(R,m) + 1 we have

Γ
(d)
s,R,m(pl) ≥ Γ̂

(d)
s,R,m(pl)� pl(ms−g+1) = pl(ms−γ

p
3 (R,m)).
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Chapter 4. The local solution densities for forms in many variables

With this result at our hands we can proceed. Let p be fixed, then we split

the factors χp and write

χp =
l∑

i=0

∑
|a|<pi

(a,p)=1

p−imsSpi(a) +
∞∑

i=l+1

∑
|a|<pi

(a,p)=1

p−imsSpi(a) = Il + I∞,

where we adopted the notation

Sq(a) =

q∑
x=1

e

(
F(x; a)

q

)

as in (2.6.2). We show that Il is the dominant term and characterises the

number of solutions modulo pl. Indeed, by Lemmata 4.3 and 4.4 one has

Il = pl(Rr−ms)Γ
(d)
s,R,m(pl)� pl(Rr−ms)pl(ms−γ

p
d(R,m)) � pl(Rr−γ

p
d(R,m)).

Now consider I∞. Choosing W > max{γpd(R,m), Rr} in Lemma 2.13 yields

I∞ �
∞∑

i=l+1

∑
|a|<pi

(a,p)=1

p−imsSpi(a)�
∞∑

i=l+1

pi(Rr−W ) � pl(Rr−γ
p
d(R,m)−δ)

for some δ > 0. Together, these two estimates yield χp = Il + I∞ � 1 for some

suitable l, provided that

k > 3(d− 1)RW > 3(d− 1)Rmax{γpd(R,m), Rr}.

Recalling that in order to prove convergence of the singular series and integral

in Lemma 2.14 we had the additional requirement k > 3R(d − 1)(Rr + 1), it

follows that one has an asymptotic formula with
∏

p χp > 0 as soon as

s∗ > 3 · 2d−1(d− 1)Rmax{γpd(R,m), Rr + 1}.

This proves the p-adic aspect of Theorem 4.2, and replacing γpd(R,m) by

γ∗d(R,m) therefore implies that the product over all p-adic densities is pos-

itive.
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4.5 Schmidt’s treatment of the singular inte-

gral

This section collects the arguments of Schmidt’s treatment in [60] and [61] to

show that the singular integral is indeed positive, provided the degree d of the

system of equations is odd. The proof consists of three steps.

Lemma 4.5. Suppose the forms F (ρ) are of odd degree. Then the variety

M =
{

x ∈ Rms : Φ
(ρ)
j (x) = 0 (j ∈ J, 1 ≤ ρ ≤ R)

}
⊂ Rms

is of dimension at least ms−Rr.

Proof. This follows by the argument of [60, §2]. Observe that the forms Φ
(ρ)
j

define a map Rms → RRr. Every (Rr+1)-dimensional subspace of Rms contains

an Rr-sphere SRr, so by the Borsuk–Ulam Theorem applied to the restriction

of the forms Φ
(ρ)
j to SRr there exists a point x ∈ SRr with the property that

Φ
(ρ)
j (x) = Φ

(ρ)
j (−x) for all j ∈ J, 1 ≤ ρ ≤ R. Since the forms Φ

(ρ)
j are odd

functions, this implies that Φ
(ρ)
j (x) = 0 for all j and ρ. It follows that M

intersects every (Rr + 1)-dimensional subspace of Rms non-trivially.

Now let δ be minimal with the property that M intersects every space

A of dimension strictly greater than δ non-trivially. By the assumption of

minimality there exists a δ-dimensional space A intersecting M only in the

origin. Let B be the orthogonal complement of A in Rms, so dim(B) = ms−δ,

and let b be an arbitrary non-zero element of B. By the hypothesis, the space

spanned by A and b intersects M non-trivially, so we can find a ∈ A and

λ 6= 0 so that u = a + λb lies in the intersection. It follows that λb lies in the

orthogonal projection of M onto B, and since b was arbitrary, it follows that

the orthogonal projection of M onto B covers the whole of B. Now recall that

by the first part of the argument we had δ ≤ Rr, so we have

dim(M) ≥ dim(B) = ms− δ ≥ ms−Rr

as claimed.
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Following Schmidt [61, §4], we define a weight function wL dependent on a

parameter L as

wL(x) =

L(1− L |x|) if |x| ≤ L−1,

0 else.

This allows us to define a family of approximate singular integrals given by

JL =

∫
|ξ|≤1

R∏
ρ=1

∏
j∈J

wL(Φ
(ρ)
j (ξ))dξ.

Note that the family of weights wL(x) converges to a δ-distribution as L tends

to infinity, so we expect the approximate singular integrals JL to converge to

our standard singular integral J. This is the content of [61, §11], which we

reproduce here in the next lemma.

Lemma 4.6. Suppose

s∗ > 3 · 2d−1(d− 1)R(Rr + 1).

Then the approximate singular integrals JL converge to J as L tends to infinity.

Proof. Since

wL(x) =

∫
R
e(βx)

(
sin(πβ/L)

πβ/L

)2

dβ,

we may write∫
|ξ|≤1

R∏
ρ=1

∏
j∈J

wL(Φ
(ρ)
j (ξ))dξ =

∫
RRr

∫
|ξ|≤1

e(F(x;β))
∏
ρ,j

(
sin(πβ

(ρ)
j /L)

πβ
(ρ)
j /L

)2

dβdξ.

It follows that

J− JL =

∫
RRr

∫
|ξ|≤1

e(F(ξ;β))

1−
∏
ρ,j

(
sin(πβ

(ρ)
j /L)

πβ
(ρ)
j /L

)2
 dβdξ

�
∫
RRr
|β|−Rr−1

1−
∏
ρ,j

(
sin(πβ

(ρ)
j /L)

πβ
(ρ)
j /L

)2
 dβ

by Lemma 2.12 with W = Rr + 1.
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By the power series expansion of the sine function one has

sin(πβ
(ρ)
j /L)

πβ
(ρ)
j /L

=
πβ

(ρ)
j /L+O

(
(πβ

(ρ)
j /L)3

)
πβ

(ρ)
j /L

= 1 +O
(

(β
(ρ)
j /L)2

)
in the range |β(ρ)

j | < L, so

∫
|β|<L

|β|−Rr−1

1−
∏
ρ,j

(
sin(πβ

(ρ)
j /L)

πβ
(ρ)
j /L

)2
 dβ

� L−2

∫
|β|<L

|β|2−Rr−1dβ � L−1.

On the other hand, if |β(ρ)
j | > L, bounding the sine trivially yields

∫
|β|>L

|β|−Rr−1

1−
∏
ρ,j

(
sin(πβ

(ρ)
j /L)

πβ
(ρ)
j /L

)2
 dβ

�
∫
|β|>L

|β|−Rr−1dβ � L−1

as well. Hence we have indeed JL → J as L tends to infinity.

It remains to show that each of the approximate singular integrals is posi-

tive. This is indeed the case, provided the variety M is sufficiently large.

Lemma 4.7. If dimM ≥ ms−Rr, one has JL � 1 uniformly in L.

Proof. This is [61, Lemma 2] and the proof goes as follows. Under the as-

sumption that dim(M) ≥ ms − Rr one finds submanifolds M1 ⊆ M with

dim(M1) = ms − Rr which lies within a positive distance ε from the bound-

ary of the unit cube, and M2 ⊆ M1 that can be parametrised by the first

ms− Rr coordinates. Write x = (ζ, ξ) ∈ Rms−Rr × RRr. There is an open set

O ⊂ Rms−Rr and a continuous map f : O → RRr such that (ζ, f(ζ)) ∈M2 for

all ζ ∈ O.

The set

Sε = {(ζ, ξ) : ζ ∈ O, |f(ζ)− ξ| < ε}
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Chapter 4. The local solution densities for forms in many variables

lies still in the unit cube. Furthermore, since M2 ⊆M one has Φ
(ρ)
j (ζ, f(ζ)) = 0

for all j and ρ and therefore by Lipschitz continuity
∣∣∣Φ(ρ)

j (ζ, ξ)
∣∣∣ < (2L)−1 for

(ζ, ξ) ∈ ScL−1 for some suitable constant c. This implies that∏
j,ρ

wL(Φ
(ρ)
j (x)) ≥ (L/2)Rr

for all x ∈ ScL−1 and thus

JL � vol(ScL−1)(L/2)Rr � 1,

since vol(ScL−1)� L−Rr.

These three lemmata suffice to prove the positivity of the singular integral.

Indeed, by Lemma 4.6 one sees that the singular integral J is positive as soon as

the approximate singular integrals JL are bounded away from zero uniformly in

L. Lemma 4.7 proves that this is the case provided the variety M is sufficiently

large, which in turn follows by Lemma 4.5 from the fact that we assumed the

degree to be odd.
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Chapter 5

Unconditional bounds

5.1 Background and history

Up to this point we have been working under the assumption that the systems

of equations that are being studied are not too singular. While this condition

is certainly necessary in order to obtain quantitative estimates regarding the

number of solutions, it is natural to ask whether the non-singularity require-

ment can be dispensed with if we ask only for the existence of rational points,

particularly since the very existence of large singularities is often an indication

that the problem in consideration can be reduced to problems of a lower com-

plexity which are usually expected to have a larger number of solutions, so it

should be easier to establish solubility.

Problems of this flavour have received considerable attention since the sem-

inal work of Birch [6], in which he applied a diagonalisation method to prove

the existence of arbitrarily many hyperplanes of any given dimension on the

intersection of an arbitrary number of hypersurfaces, provided only that the

number of variables be sufficiently large, and in order to steer clear of obstruc-

tions to the real solubility, he requires the degrees of the hypersurfaces to be

odd. This method is, however, extremely wasteful in the number of variables

(a quantified version has been provided by Wooley [76, Theorem 1]), so the

focus shifted to trying to obtain bounds that are closer to the expected values
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Chapter 5. Unconditional bounds

at least in some simpler special cases.

Before embarking on a more detailed discussion of the available results in

this area, a remark is in order about what one might expect to be the true

lower bound on the number s of variables that ensures the existence of linear

spaces. Note that the shape of the exponent ms − Rrd in the main term in

Theorem 2.1 will be positive only if s� Rmd−1. This lower bound is confirmed

by a comparison with related problems in R (see [42, Theorem 4]) and C. In

the latter case, apart from results concerning the multilinear Waring’s problem

such as [1], there is a bound for the existence of linear spaces due to Debarre

and Manivel [19, Theorem 2.1(b)], which shows the existence of m-dimensional

linear spaces on the intersection of R hypersurfaces of degree d if

s > min

{
m+

R

m+ 1

(
d+m

m

)
, 2m+ r

}
,

and this is sharp.

Meanwhile, in the case d = 3 and R = 1 an upper bound of the desired

quality has been provided by Dietmann and Wooley [24, Theorem 2(a)], which

Dietmann [20, Theorem 6] complemented with an explicit lower bound. To-

gether, these results strongly suggest that the true growth rate of s in m really

is � md−1. Less is known about the R-aspect, and while no compelling reason

is known why the growth rates should not be linear, there might be anomalies

that have as yet not been spotted. We notice, however, that the condition on

s we have established in Theorem 4.2 falls short of the expected values, so one

cannot expect that the derived bounds are anywhere close to the conjecture.

This is due mainly to the relatively large contribution arising from the local

solubility condition; however, even in Theorem 2.1 we miss the aim by a factor

of mR.

We denote by γd(R,m) the least number of variables that are necessary

to ensure the existence of an m-dimensional linear space on the intersection
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of R hypersurfaces of degree d. In 1982, Schmidt studied systems of cubic

forms [57–60] in order to establish a bound on γ∗3(R, 1) and then pursue an

iterating argument allowing him to exclude the singular cases in Theorem

4.2. We remark here that in our setting the dimension m of the linear space

is understood in the affine sense, so one-dimensional linear spaces are really

just projective points. This argument enabled him to obtain the long-standing

bound

γ3(R, 1) ≤ (10R)5. (5.1.1)

The result from (5.1.1) can be extended in a fairly straightforward manner to

larger values of m, yielding

γ3(R,m)� R5m14 (5.1.2)

(see [42, p. 283]). One notices, however, that for large values of m the bound

in (5.1.2) is far from optimal, and one would expect to obtain better results by

an independent approach that makes direct use of the linear spaces situation.

This has first been successfully attempted by Lewis and Schulze-Pillot [42, p.

282], who obtained

γ3(R,m)� R11m+R3m5.

A partial improvement is due to Wooley [74, Corollary of Theorem 1], who

was able to show γ3(R,m)� R8+εm5, and in the same work [74, Theorem 3.1]

proved γ3(R,m) �R mα with α = (5 +
√

17)/2 = 4.56155.... More recently,

Dietmann [20, Theorem 2] established a Hasse principle for the number of

linear spaces on hypersurfaces which enabled him to show that

γ3(R,m)� R6m5 +R4m6.

Our work in Chapter 2 allows us to refine Dietmann’s methods and prove the

following.

Theorem 5.1. One has

γ3(R,m)� R6 +R3m3.
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1 R1/2 R R3/2 R2 R5/2
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γ3(R,m)

Schmidt 1984 [42]

Lewis–S-P 1984 [42]

Wooley 1997 [74]

Dietmann 2008 [20]

Theorem 5.1

conjecture

Figure 5.1: History of bounds for γ3(R,m)

Note that the bound in Theorem 5.1 is of cubic growth in m, thus supersed-

ing all previous results in the m-aspect. Note that in the case R = 1 different

methods [24, Theorem 2] yield

γ3(1,m) ≤ 1

2
(5m2 + 33m+ 32),

which beats the bounds we are able to obtain in the respective case even for

small values of m. However, Theorem 5.1 is new even in the case R = 2, super-

seding a previous result by Wooley who bounded γ3(2,m) by a quartic poly-

nomial (see [75, Theorem 2(b)] and the discussion of the corollary in [74, p. 3]).

Following the example of Dietmann [21, Theorem 2], we can use Theo-

rem 5.1 and apply an iterating argument to derive an unconditional bound for

the number of m-dimensional spaces on quintic hypersurfaces.

Theorem 5.2. We have

γ5(R,m)�R m
12(3R−1−1)+48·3R−1

.

In particular, γ5(1,m)� m48.

This is the first time that polynomial growth in m has been established for

the problem of finding m-spaces on systems of quintic forms, thus improving
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Dietmann’s treatment [21, Theorem 2] of the case R = 1, for which he requires

at least γ5(1,m) � m439 variables, both in quality and in generality. In fact,

by a more careful analysis it is possible track the dependence on R, and the

same methods will yield a bound of the general shape

γ5(R,m) ≤ (AmR)B
CR

with explicit constants A,B,C. For large R this bound is not very satisfactory,

as the advantage stemming from polynomial behaviour in m will soon be nul-

lified by the number R of equations occurring in the second order exponent.

However, in the light of the work by Wooley [76], especially the discussion in

Section 6 of his paper, this drawback comes as no surprise. In fact, Wooley’s

bound [74, Theorem 2] of the shape

γ5(R,m)� (3mR)A(mR)c

with numerical constants A and c will prevail as soon as R� logm.

5.2 Preliminaries: The h-invariant

Theorem 2.1 implies that the number of m-dimensional rational linear spaces

whose generators lie in a given box of sidelength P is given by

N
(d)
s,R,m(P ) = Pms−Rrdχ∞

∏
p prime

χp + o(Pms−Rrd), (5.2.1)

provided the relative number of variables s∗ is large enough. Often it is useful

to express results of a shape similar to that of Theorem 2.1 in a way that

avoids explicit mention of the singularities. This section will therefore be used

to restate and to some extent reprove [62, Theorem II] and [22, Theorem 2]

for multidimensional situations.

A common and useful reformulation of the results in Chapters 2 and 4 is in

terms of the h-invariant. This is an arithmetic invariant attached to a system

of forms of equal degree and is defined as follows.
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Definition 5.1. (i) The h-invariant h(F ) of a form F denotes the least

integer h that allows F to be written identically as a decomposition

F (x) = G1(x)H1(x) + . . .+Gh(x)Hh(x) (5.2.2)

of rational forms Gi, Hi of degree strictly smaller than deg(F ).

(ii) For a system of forms F the h-invariant h(F) is given by the minimum

of the h-invariants over the forms in the rational pencil of the F (ρ), so

one has

h(F) = min
c
h
(
c(1)F (1) + . . .+ c(R)F (R)

)
,

where c runs over the non-zero elements of QR.

One can show that this is indeed invariant with respect to changes of vari-

ables or linear combinations of the forms.

Write

Hd(R,m) = τm · 2d−1(d− 1)R(Rr + 1),

for the bound on the variables in Birch’s Theorem and Theorem 2.1, where

τ1 = 1 and τm = 3 for m ≥ 2, and let

Kd(R,m) = τm · 2d−1(d− 1)Rmax{Rr + 1, γ∗d(R,m)}

denote the bound established by Theorem 4.2. We now have the following

restatement of Theorem 2.1, which is more suitable for some applications.

Theorem 5.3. Let F (1), . . . , F (R), R, d and m be as in Theorem 2.1. Then the

number of m-dimensional linear spaces contained in F = 0 satisfies (5.2.1),

provided that

h(F) > (log 2)−dd!
(
Hd(R,m) + (d− 1)R(R + 1)

)
,

and the product of positive densities χ∞
∏

p χp is positive if Hd(R,m) is re-

placed by Kd(R,m).
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This is a consequence of Theorem 2.1. Recall the tripartite case distinction

from Lemma 2.4, which states that, for some suitable parameters k and θ, either

we are in the minor arcs situation with |T (α)| � Pms−kθ, or α is contained in

the major arcs, i.e. the coefficients α
(ρ)
j have good rational approximations, or

the system of forms has been singular from the beginning, that is to say, the

number of (d− 1)-tuples (h1, . . . ,hd−1) ≤ P θ that satisfy

rank
(
B

(ρ)
i (h1, . . . ,hd−1)

)
i,ρ
≤ R− 1 (5.2.3)

is asymptotically greater than
(
P θ
)(d−1)s−2d−1k−ε

. If we write V for the variety

defined by (5.2.3) and zP (V) for the number of integer points of height at

most P contained in V, then the singular case can be characterised by the

relation

zP θ(V)� (P θ)(d−1)s−2d−1k (5.2.4)

for suitable values of k and θ. Furthermore, recall that Chapters 2 and 4 estab-

lish that, if the singular case is excluded, one obtains an asymptotic formula

if 2d−1k > Hd(R,m), and the main term will be positive if 2d−1k > Kd(R,m).

The goal is therefore to understand under what conditions the singular case

can be excluded.

Write g(F) for the largest number g such that the number of integer points

of height at most P contained in V is bounded by zP (V)� P (d−1)s−g+ε. The

Corollary of [62, Proposition III] says that

h(F) ≤ φ(d)([g(F)] + (d− 1)R(R + 1)), (5.2.5)

and φ(d) is given in the Corollary of Proposition IIIC as

φ(d) < (log 2)−dd!.

One should remark that the arguments employed by Schmidt in order to derive

these results remain unchanged by the linear spaces, since the condition of be-

ing singular is a property of the system of forms in question and is independent

of the dimension of the solution space.
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Now suppose that we are in the singular situation as characterised above,

so (5.2.4) is true. Then we have the chain of inequalities

(P θ)(d−1)s−2d−1k � zP θ(V)� (P θ)(d−1)s−g+ε,

whence g(F) ≤ 2d−1k and therefore, by (5.2.5),

h(F) ≤ φ(d)(2d−1k + (d− 1)R(R + 1)).

It follows that if

h(F) > φ(d)(2d−1k + (d− 1)R(R + 1)),

the singular case is excluded, so by fixing a small positive parameter δ and

letting k = 21−dHd(R,m) + δ or k = 21−dKd(R,m) + δ, we can indeed follow

through the proofs of Chapters 2 or 4, respectively, and derive the asymptotic

formula under the condition

h(F) > φ(d)(Hd(R,m) + 2d−1δ + (d− 1)R(R + 1))

or the respective result with Hd(R,m) replaced by Kd(R,m). Since δ > 0 has

been arbitrary, this establishes the theorem.

In the cubic case one can do better than in Theorem 5.3. In fact, Schmidt’s

work [60, 61] on the subject has recently received an improvement by Diet-

mann [22], which translates into our case and which we will apply in our

proofs of Theorems 5.1 and 5.2.

Theorem 5.4. Let F (1), . . . , F (R) be cubic forms in s variables such that no

form in the rational pencil vanishes on a linear space of codimension less than

H3(R,m). Then we have

N
(3)
s,R,m(P ) = Pms−3Rrχ∞

∏
p prime

χp + o
(
Pms−3Rr

)
.

The product of the local densities χ∞
∏

p χp is positive if H3(R,m) is replaced

by K3(R,m).
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5.2. Preliminaries: The h-invariant

This is essentially [22, Theorem 2], but the setting is different enough to

warrant some further justification. Just as in the case of Theorem 5.3, the

proof rests on understanding the singular case of Weyl’s inequality for points

on the intersection on R cubic forms.

For a given R-tuple (w1, . . . , wR) let V (w1, . . . , wR;P ) denote the number

of solutions x(1),x(2) ∈ [−P, P ]s of

R∑
ρ=1

wρB
(ρ)
i

(
x(1),x(2)

)
= 0 (1 ≤ i ≤ s),

where the B
(ρ)
i are as in Lemma 2.2. Furthermore, recall that Lemma 2.3 states

that if |T (α)| is large, one has

Card

{
hj1 ,hj2 ≤ P θ :

∣∣∣∣M(j)
R∑
ρ=1

α
(ρ)
j B

(ρ)
i (hj1 ,hj2)

∣∣∣∣ < P−3+2θ

}
� (P θ)2s−4k−ε.

(5.2.6)

We have the following alternative version of the singular case of Lemma 2.4.

Lemma 5.1. Suppose d = 3 we are in the situation of Lemma 2.4 (C). Then

there exist integers w1, . . . , wR, not all of which are zero, such that

V (w1, . . . , wR;P θ)� (P θ)2s−4k−ε.

Proof. This is [22, Lemma 2] in the case d = 3 and the proof is similar to that

of Lemma 2.4. Suppose that neither of the first two alternatives in 2.4 is true.

Now consider the matrix

Bj =
(
B

(ρ)
i (hj1 ,hj2)

)
i,hj1 ,hj2 ;ρ

whose rows range from 1 ≤ ρ ≤ R and correspond to the initial system of

forms, whereas the columns range over all 1 ≤ i ≤ s and all hj1 ,hj2 ≤ P θ

counted by (5.2.6), so this matrix is essentially the matrix that is obtained

from collecting all the matrices
(
B

(ρ)
i (hj1 ,hj2)

)
i;ρ

considered in the proof of

Lemma 2.4 for which
∑R

ρ=1 α
(ρ)
j B

(ρ)
i (hj1 ,hj2) is small. If this matrix is of rank

R, there is a non-singular (R×R) submatrix B0
j which can be used to derive

105



Chapter 5. Unconditional bounds

an approximation of αj literally as in the proof of Lemma 2.4. Since we had

assumed that there is no such approximation, this is a contradiction.

It therefore follows that the rank of the matrix is strictly less than R, so

one finds a vanishing linear combination of the rows of Bj. Let the coefficients

of this linear combination be given by w1, . . . , wR, then this implies that

R∑
ρ=1

wρB
(ρ)
i

(
hj1 ,hj2

)
= 0

for every 1 ≤ i ≤ s and for every choice of hj1 ,hj2 counted by (5.2.6). It follows

that with this choice of w1, . . . , wR every pair hj1 ,hj2 that is counted by (5.2.6)

is also counted by V (w1, . . . , wR;P θ). However, by (5.2.6) the number of these

is � (P θ)2s−4k−ε. The lemma follows.

Lemma 5.2. Suppose that d = 3 and each form of the rational pencil of

the F (1), . . . , F (R) has h-invariant greater than 4k. Then the singular case of

Lemma 2.4 is excluded.

Proof. This is [22, Lemma 6]. Lemma 5.1 states that in the singular case (C)

of Lemma 2.4 one can find integers w1, . . . , wR such that

V (w1, . . . , wR;P θ)� (P θ)2s−4k−ε.

For a fixed set of such wρ consider the cubic form C =
∑

ρwρF
(ρ) and notice

that by Definition 5.1(ii) this implies that h(C) ≥ h(F). Recalling that we had

F (ρ)(x) =
∑

1≤i,j,k≤s

c
(ρ)
i,j,kxixjxk,

one sees that the trilinear form Φ associated to C is given by

Φ(x,y, z) =
R∑
ρ=1

wρ
∑

1≤i,j,k≤s

c
(ρ)
i,j,kxiyjzk

=
∑

1≤i,j,k≤s

c̃i,j,kxiyjzk,

where we wrote

c̃i,j,k =
R∑
ρ=1

wρc
(ρ)
i,j,k.
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As before, we have bilinear forms Bi associated to C that are defined by the

relation

Φ(x,y, z) =
s∑
i=1

xiBi(y, z).

In the light of the previous arguments one one sees now that

Bi(y, z) =
∑

1≤j,k≤s

c̃i,j,kyjzk =
∑

1≤j,k≤s

R∑
ρ=1

wρc
(ρ)
i,j,kyjzk =

R∑
ρ=1

wρB
(ρ)
i (y, z).

One can now appeal to [22, Lemma 5], which implies that

Card {y, z ∈ [−P, P ]s : Bi(y, z) = 0 (1 ≤ i ≤ s)} � P 2s−h(C),

whence we have the sequence of inequalities

(P θ)2s−4k−ε � V (w1, . . . , wR;P θ)

� Card
{
y, z ∈ [−P θ, P θ]s : Bi(y, z) = 0 ∀i

}
� (P θ)2s−h(C).

Since h(C) ≥ h(F), this contradicts our hypothesis that h(F) > 4k.

Theorem 5.4 now follows from the fact that in the cubic case Defini-

tion 5.1(ii) implies that the condition h(F) > 4k is equivalent to saying that

at least one form in the rational pencil of the F (ρ) vanishes on a linear space

of codimension less than 4k. We also remark that, just as in the case of The-

orem 5.3, the further analysis of the proof of Theorem 2.1 remains valid if we

set 4k = H3(R,m) or 4k = K3(R,m), respectively.

5.3 Linear spaces on the intersection of hyper-

surfaces

The proof of Theorem 5.1 rests on the following key lemma.

Lemma 5.3. One has

γ3(R,m) ≤
R∑
ρ=1

K3(ρ,m)� RK3(R,m).
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Proof. Firstly, suppose that no form in the rational pencil of the F (1), . . . , F (R)

vanishes on a rational subspace with codimension ≤ K3(R,m). Then Theo-

rem 5.4 gives γ3(R,m) ≤ K3(R,m). We may therefore assume that at least

one of the forms in the linear pencil does vanish on a linear space Y with

dimY ≥ s−K3(R,m); by relabelling and considering linear combinations we

may assume without loss of generality that this is the form F (R). If the dimen-

sion of this space is large enough and one has dimY ≥ γ3(R − 1,m), we may

solve the remaining R−1 equations on Y . Hence if s−K3(R,m) ≥ γ3(R−1,m),

we will either have an m-dimensional space directly via Theorem 5.4, or else we

may reduce the problem to finding an m-dimensional linear space on the inter-

section of Y with the hypersurfaces associated to F (1), . . . , F (R−1). Altogether

we obtain the recursion formula

γ3(ρ,m) ≤ max{K3(ρ,m), γ3(ρ− 1,m) +K3(ρ,m)} = γ3(ρ− 1,m) +K3(ρ,m),

and after at most R iterations one recovers the statement.

We can now prove Theorem 5.1. By Theorem 4.2 and (4.1.5) we have

K3(R,m) = 24Rmax
{

10(Rm+ 6R2)2, Rr + 1
}
� R5 +R2m3,

and an application of Lemma 5.3 yields

R∑
ρ=1

240ρ(ρm+ 6ρ2)2 ≤ 60m2(R + 1)4m2 + 576m(R + 1)5 + 1440(R + 1)6

= 12(R + 1)4
(
5m2 + 48m(R + 1) + 120(R + 1)2

)
≤ 60(R + 1)4 (m+ 5(R + 1))2

≤ 1860
(
(R + 1)6 + (R + 1)4m2

)
.

On the other hand, one has

R∑
ρ=1

24ρ(ρr + 1) ≤ 8(R + 1)3r + 12R(R + 1),

where

r = m(m+ 1)(m+ 2)/6 ≤ (m+ 1)3/6.
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Combining these estimates one sees that

γ3(R,m) ≤ 1860 max
(
(R + 1)6 + (R + 1)3(m+ 1)3

)
,

which proves Theorem 5.1.

It remains to complete the proof of Theorem 5.2. Again, we proceed by

induction. For the case R = 1 we imitate Dietmann [21], using Theorem 4.2

instead of the weaker bounds applied by him. Applying Theorem 5.3 with

d = 5, one sees that any single quintic hypersurface F contains a linear space

of dimension m as soon as

h(F )� (d2 +m)2d−2 � m8,

so we may suppose that h(F ) ≤ C1m
8 for some constant C1. By Defini-

tion 5.1(i), this means that one can find forms Gi, Hi (i = 1, . . . , h) of degree

less than five such that the form F can be written in the shape given in (5.2.2).

We can, without loss of generality, assume the Hi to be of odd degree. Suppose

k of these are linear, then we want to find an (m+k)-dimensional linear space

on the remaining system of h−k cubic forms, and one sees from our bound on

γ3(R,m) that the worst case scenario is the case when k = 0. It follows that

we may assume without loss of generality that all forms Hi are cubic. Theo-

rem 5.1 now implies that the intersection of the Hi contains a linear m-space

if s� h3m3 + h6. Since we had assumed h(F ) ≤ C1m
8, this gives the result.

Now consider γ5(R,m) for R > 1. As before, in the case h(F) �R m
8 the

claim follows from Theorem 4.2. Let us therefore suppose that F (R) possesses

a decomposition as in (5.2.2) with h(F) ≤ C2(R)m8 for some C2(R). As above,

it suffices to consider the worst case scenario that all forms H
(R)
i are cubic,

and by Theorem 5.1 we can find that the intersection of the hypersurfaces

H
(R)
i = 0 contains a linear space L(R) of dimension λ(R) as long as the number

of variables exceeds

γ3

(
C2(R)m8, λ(R)

)
�R m

48 +m24(λ(R))3.
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Chapter 5. Unconditional bounds

Thus we can reduce the problem to solving the remaining R − 1 equations

on L(R). In order for the residual system to be accessible to our methods, we

need λ(R) ≥ γ5(R − 1,m), whence by the induction hypothesis γ5(R,m) is

bounded by

γ5(R,m)�R m
48 +m24

(
γ5(R− 1,m)

)3

�R m
48 +m24

(
m12(3R−2−1)+48·3R−2

)3

.

We may therefore conclude that there exists some function A(R) such that

γ5(R,m) ≤ A(R)m12(3R−1−1)+48·3R−1

,

as claimed. In fact, one may verify that the statement holds with

A(R) ≤ (18R)43·3R .
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