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Abstract

Given a trigonometric polynomial f : [0,1] — [0, 1] of degree m, one can define a
corresponding stationary process {X;}icz via determinants of the Toeplitz matrix
for f. We show that for m = 1 this process, which is trivially one-dependent, is a
two-block-factor.
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1 Introduction

We will start by defining a family of probability measures P/ on the Borel sets of {0, 1}%
where f : [0,1] — [0, 1] is a Lebesgue-measurable function (see [9]). For such an f, define
the probability of the cylinder sets by

Pln(er) =+ =mn(ex) =1] = P/[{n e {0,1}" :ner) = -+ =nlex) =1}]
= det[f(ej - 61)]15,1',]5]@,

where ej,...,e; are distinct elements in Z and k£ > 1. Here f denotes the Fourier
coefficients of f, defined by

~ 1 .
f(k) ::/0 f(z)e 2™k g,

In [9] it is proven that P/ is indeed a probability measure. In fact they showed this for
the more general case of f : T¢ — [0,1] where T? := R¢/Z¢; in this case the resulting
process is indexed by Z?. This result rests very strongly on the results in [8]. Except for
the two definitions below, {X;}icz will always denote a process distributed according
to some measure P/. Throughout this paper, equality in distribution will be denoted
by =p . Let the function f : [0,1] — [0, 1] be of the form

f(x): Z ake—i27rkz'

k=—m

It is then easily checked that the process {X;}icz corresponding to the probability
measure P/ is m-dependent according to the definition below.
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Definition 1.1 A process {X;}icz is called m-dependent if {X;}i<k is independent of
{Xi}isk+m for all integers k.

We will also need the definition of an m-block-factor.

Definition 1.2 The process {X;}icz is called an m-block-factor if there exists a function
h of m variables and an i.i.d. process {Y;}icz such that {X;}icz =p {h(Yi,...,Yitm—1) }icz.

We will as usual not distinguish between the process {X; };cz and the corresponding
probability measure P/,

Observe that an (m+1)-block-factor is trivially m-dependent. For some time, it was
an open question whether all m-dependent processes were in fact (m+1)-block-factors
(see [4],[5],[6],[7]). However, in [2] the authors constructed a family of one-dependent
processes which are not two-block-factors, and in [3] the authors constructed a one-
dependent process which is not a k-block factor for any &. In [1] the authors construct
a one-dependent stationary Markov process with five states which is not a two-block-
factor, they also prove that this result is sharp in the sense that every one-dependent
stationary Markov process with not more that four states is a two-block-factor. In view
of the above it is a natural question to ask whether a certain m-dependent process is
an (m+1)-block-factor or not.

P/ as defined above is an m-dependent ”trigonometric determinantal probability
measure”. These probability measures are special cases of general determinantal proba-
bility measures, see [10] or [8] for definitions and results. Determinantal processes arise
in numerous contexts e.g. mathematical physics, random matrix theory and represen-
tation theory to name a few. For a survey see [10], for further results see [8] and for
results concerning the discrete stationary case, see [9]. In [9], they ask whether P/
above is an (m+1)-block-factor. In that paper they say that if one can find sufficiently
explicit block factors for all trigonometric polynomials, then one can find explicit fac-
tors of i.i.d. processes giving Pf, where f is any function such that f : T — [0,1]. This
in turn would enable one to use more standard probabilistic techniques when studying
such a Pf. We answer their question positively for m=1 in Theorem (1.3), constructing
an explicit two-block-factor.

Theorem 1.3 If f: [0,1] — [0,1] is given by
f(.’II) =b+ aefi27rw + Cei27rw’

then the corresponding process {X;}icz s a two-block-factor.

2 Proof of theorem 1.3

Proof of theorem 1.3.
With f as in the statement of the theorem, it follows that @ = ¢, b > 0 and hence if
a = a1+ ias

f(z) = b+ 2a1 cos(2mz) + 2ay sin(27z) = b + 2|a| cos(2mz — @), (1)

for some suitable choice of ¢. Let, as usual, P/ be the corresponding probability measure,
and write

Dy := det [f(j —i)|1<ij<kt1



where k£ > 0.

Note that the process {X;}icz distributed according to P/ is obviously stationary.
Since P/ is one-dependent, it is easily seen that it is uniquely determined among the
one-dependent processes by the values of

Plpi)=---=n(i+k) =1]=PlpQ1) =--- =l +k) = 1]

as k varies over the nonnegative integers.
We have that for k > 2

b a 0 0 0
a ba 0 0
Dy = det [f(j —)i<ijerpr=|0 @ b a 0 (2)

0 0a b a

b a 0 0 0 a a 0 0 0O

a ba 0 O 0O ba 0 O

—35/0 a b a O —al0 a b a 0

0 0a b a 0 0a b a

= bDj_1 — |a|*Dy_s,

where the determinant on the left-hand side of the third equality has size (k+1) x (k+1),
and the two on the right-hand side have size k x k. Furthermore

Do = bl =b (3)
o b a 12 2
D, = _— b° — lal”. (4)
The characteristic equation corresponding to equation (2) is
r? —br+|a|* =0, (5)
which has two roots
r= oy lal )
T2V ’
and
b b?
2 ] 2
r=g 7l (7)

Case 1: Assume that r;{ = r9 = r so that r = g and
? 2

— = |a

= lal

and so (since b, |a| > 0)
b = 2|al.

We have by equation (1) that

max_f(z) = max (b + 2|a|cos(2mz — ¢)) = b+ 2|a| = 2b
z€[0,1] z€[0,1]
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Figure 1: This figure shows A (the shaded area).

and since f: [0,1] — [0,1] we get b < 1/2 and so |a|] < 1/4.
With 1 = ro = r, it follows from the basic theory of difference equations that the
solution to equation (2) is

Dy, = (C1k + Co)r* Yk > 0,

for some constants C1,Cy yet to be determined. Using (3) and (4), we get that Cy =
Dy = b = 2r and using this we get (C; +2r)r = D1 = b* — |a|? = b*> —b?/4 = 3r?. Hence
Ci; =r and so

Dy = (kr + 2r)rk VE > 0. (8)

We will now construct a two-block-factor which we will show to be distributed
according to P/. Let {Y;};cz be i.i.d. uniform on [0, 1]. Define & : [0,1] x [0,1] — [0, 1]
by h = I4 where

A

1 3 3

1 1 1 1
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A is depicted as the grey area of figure (1). Observe that r = |a| < 1/4.
We will show that

+r].

P[h(Y;, Yir1) = -+ = h(Yisk, Yiens1) = 1] = Dy Vk > 0.

Since {h(Y;, Yi11)}icz is one-dependent, this gives us {h(Y;, Yiy1)}icz =p P/ as desired.
We first observe that the size of the shaded area of figure (1) is 877 = 2r = b, so that
P[h(Y;, Y1) = 1] = D.



If h(Y;,Yit1) = -+ = h(Yigk, Yirk+1) = 1, then (Yiyy, Yiy41) must be in one of
the boxes marked 1 through 8 of figure (1) VI € {0,...,k}. If (¥;,Y;41) is in the box
marked 1, then Yj;1 € [0,7] and so (Y;11,Yit2) must be in one of the boxes marked 1,
3 or 5 because otherwise (Y;11,Y;12) € A. Similar “rules” apply if (Y;,Y;4+1) is in one
of the other seven boxes. We see that for any w such that h(Y;(w),Yi11(w)) = --- =
h(Yiyx(w),Yiips1(w)) = 1 there is a natural sequence joji -+ ji(w) € {1,...,8}F*!
associated to it, where the value of j; indicates that (Yj;;(w),Yj1/41(w)) is in the box
marked with that value. In any such sequence the number 1 can only be followed by
either 1, 3 or 5, as described above, while the number 2 can only be followed by either
2, 4 or 6. Additionally any one of the numbers 3, 4 or 7 must be followed by a 7, while
any one of 5, 6 or 8 must be followed by an 8.

We claim that the number of sequences jgj1 - - - jx described above is (4k+8). To see
this, observe that every such sequence with ji & {1,2} can be extended into a sequence
Joj1---Jjrk+1 in only one way, while if jp € {1,2} it can be extended in three ways.
Observe also that there are only two sequences jp7; - - - jx ending in 1 or 2.

The set of w giving a specific sequence jo71---jr € {1,...,8}*! has probability
(1/4)r*+1 since Y; must be in an interval of length 1/4, while Y;,1,. .., Y;;x41 all must
be within intervals of length r. Hence the total probability of having h(Y;,Yj11) =--- =
h(Yiik,Yigrs1) = 1 is (4k + 8)(1/4)rk*t! = (kr + 2r)r*. Comparing with equation (8)
we see that

P[a(Y;,Yiy1) = - = h(Yiqk, Yigh41) = 1] = Dy

VEk > 0 and we conclude that {h(Y;,Y;11)}iez =p P/ and so this case is proved.
Case 2: It remains to consider r; # ro. According to equations (6) and (7)
1+ 12 =0,

and
riry = |al?.

In this case the solution to equation (2) is, again, from basic difference equation theory,
Dy = C1rk + Cork Yk > 0,
for some constants Ci,Cs yet to be determined. Using this with equation (3) we get
C1+ Cy = Dg =11 + 19,
and using equation (4) we get
Cir1+ Corg =Dy = b — |a|2 =(r1 + 1"2)2 —riry =79 + 7179 + 7.

A straightforward calculation yields

T
C, = 1
T — T2
and )
r
Cp=——2
rET—1T2
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Figure 2: This figure shows A (the shaded area).

and therefore for k£ > 1,

k42 k42 k42 K+l k41 k1
T =1y i =i re(rfT = i)

k+1
Dk = = = 7‘1+ + TQDkfl- (9)
r —T9 TKE —T9

Assume that b < % so that 2(r; + r2) < 1. We will now construct a two-block-factor

which we will show to be distributed according to P7. Let {Y;};cz be i.i.d. uniform on
[0,1] and again take h : [0,1] x [0,1] — [0, 1] to be the function h = I4 where A is now
A
=[0,Cr1] x [0,71] U [0, Cr1] x [2C71,2Cr1 + 19]
U[0,Cri] x [2Cr1 + Cre,2Cr1 4 Cra + 19)
U[Cr1,2Cr] x [Cr1,Cry + 71)
[Cr1,2C7r] X [2C711,2C7T1 + 79]
[
[
[

cC C

Cr1,2Cr1] x [2Cr1 4 Cre,2Cr1 + Cro + 19
U[2Cr1,2CT1 + Cro] X [2C711,2CT]1 + 19]
U[2Cr1 + Cra,1] x [2CT1 + Cre,2Cr1 + Cro + 139,

and C = 20,%4_”{ > 1. A is the shaded area of figure (2).
Again we will show that
P[h(Y;,Yi1) = - = h(Yitk, Yigr+1) = 1] = Dy VEk > 0.

Since again {h(Y;,Y;41)}icz is one-dependent this gives us {h(Y;, Yi11)}iez =p P/. We
observe that the size of the shaded area of figure (2) equals

2Crir1 +4Crire + 2Croreg = 20(’1"1 + 7"2)2 =7r1+7r2

by our choice of C, and so P[h(Y;, Y1) = 1] = Dy.



For any w such that h(Y;(w),Yit1(w)) = -+ = hA(Yitk(w), Yitkt1(w)) = 1 there
is a natural sequence joj; - --jr(w) € {1,...,8}¢*! associated to it as before. Let
{w : joj1---je(w)} denote the set of w giving a specific sequence jyj; - - jx, and for
convenience we will write P[joj1 - - - jx] instead of P[{w : joj1 - jx(w)}]. Assume that
Jk—1 € {3,4,5,6,7,8}, we get

Pljojr - jk] = r2P[joj1 -+ - k1]

since jj, is either 7 or 8 (depending on the value of jx_1). If instead jx_; = 1 then jy
must be either 1,3 or 5 and of course j; =1 for all [ < (k — 1). Hence in this case

P[joj1 -+ jk] = roP[joj1 - -+ jk—1] = roP[11-+- 1] = roCritt
%

if ji is equal to 3 or 5 and
Pljoji---jk] =P[11---1] = Cr’f“
k+1

if jp = 1. Similarly if jx_1 = 2 then j; must be either 2,4 or 5 and of course j; = 2 for
all I < (k—1). Hence

Pljoj1 -+ ju] = roPljojr - - - jr_1] = roP[22--- 2] = TQCT{C“
k

if jx is equal to 4 or 6 and
Pljoi -~ jx] = P[22;;-2] = Cry*?
k+1
if jp = 2.
Let Ay be the set of all sequences jgj; - - - j corresponding to the event h(Y;, Y1) =
-+« = h(Yi1k, Yisk+1) = 1. We have that
P[h(Y;,Yip1) = - = h(Yigk, Yigk41) = 1]

=Y Pljoj1 -+ ji]
Ay,

= Y Plioji-dkl+ Y. Plioji-e il

‘Ak 'Ak
Jr—1¢{1,2} Jik—1€{1,2}
.. . k+1 k+2
=ry Y Plioji--dr 1] +4raCritt + 200"
Ag—1
Jrp—19€{1,2}

=ra| Y Pljoji ko] +PQL 1]+ P[22 2]

Ap—1 k k
Jrp—1€{1,2}

+2ryCrith 4 202
=79 Z P[j()j1 e 'jk:—l] =+ 20T’f+1(7‘1 =+ 7‘2)
Ak-1
= roP[h(Y;, Yig1) = -+ = h(Yiypo1, Yigr) = 1] + rf



Comparing this to equation (9), and using P[h(Y;,Y;1+1) = 1] = Dy we see that
Ph(Y;,Yit1) = -+ = h(Yitk, Yigk+1) = 1] = Dy

for all £ > 0, and so this case is also proved.
Finally the case b > % remains. Take

g(z) =1— f(z) =1—b—2|a|cos(2mx — ¢) = 1 — b+ 2|a| cos(2nz — ¢'),

for some suitable choice of ¢'. Since 1—b < %, it follows from above that we can construct
a two-block-factor {h(Y;,Y;11)}icz such that

{h(Y:,Yi11) biez =p PY.

With & = 1 — h, we get a new two-block-factor {h(Y;,Yi41)}icz with ones and zeros
flipped. Lemma 2.4 in [9] then shows that {h(Y;, Yi11)}icz has distribution P1~9, which
in turn is P7.

QED

When trying to generalise theorem 1.3 to the case where f is a trigonometric poly-
nomial of degree m, one must consider not only the values of

P/p(l) = =n(1+k) =1],

but also the values of
P/p(er) = 1.+ =nlex) = 1]

where e; € Z Vi € {1,...,k} but where e; is not necessarily equal to e;_1 + 1. Analysing
these new cylinder events adds to the complexity of the problem and therefore, in our
opinion, the generalisation of theorem 1.3 (if indeed the generalisation is true) does not
seem to be trivial.
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