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Abstract

Geometric integrators are presented for a class of nonlinear dispersive equations
which includes the Camassa-Holm equation, the BBM equation and the hyperelastic-
rod wave equation. One group of schemes is designed to preserve a global property
of the equations: the conservation of energy; while the other one preserves a more
local feature of the equations: the multi-symplecticity.
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1. Introduction

We consider the generalized hyperelastic-rod wave equation
1
U = Ugar + 59w = V(2Uallar + Ullzze) = 0, uli=o = uo, (1)

with periodic boundary conditions and where u = u(t,z) and ¢ is a given smooth
function. The generalized hyperelastic-rod wave equation was first introduced in [1]
where the global existence of the dissipative solutions is established. For the proof
of the existence of the global and conservative solutions, we refer to [2].

The problem (1) defines a whole class of equations, depending on the function g
and the value of v, which contains several well-known nonlinear dispersive equations.
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Taking v = 1 and g(u) = 2ku + 3u® (with k > 0), equation (1) reduces to the
Camassa—Holm equation:

Up — Upgt + KUy + 3UUy — 2Uplypy — Ulggy = 0. (2)

Since its introduction in [3] in the context of water wave propagation where u rep-
resents the height’s free surface above a flat bottom while x is a parameter, the
Camassa—Holm equation has been extensively studied, mainly because of its rich
mathematical structure. The Camassa-Holm equation possesses a Lax pair which
allows for a scattering and inverse scattering analysis, showing that the equation
is integrable (|3, 4, 5, 6]). It is a geodesic on the group of diffeomorphisms for a
given metric (|7, 8]). In addition, the Camassa—Holm equation is bi-Hamiltonian
(see Section 2 for definitions and references). The bi-Hamiltonian structure of the
equation will be used in this article to derive energy preserving numerical schemes
(see Section 3). For g(u) = 3u?, equation (1) becomes the hyperelastic-rod wave
equation:

Up — Ugt + Uty — Y(2Upllpy + Ullgyy) = 0, (3)

which was introduced by Dai [9] in 1998. This equation models the propagation of
nonlinear waves in cylindrical axially symmetric hyperelastic-rod. The parameter
v € R is a constant depending on the material and pre-stress of the rod. The well-
posedness of the Cauchy problem for (3) is established in 10, 11]. For g(u) = 2u+u?
and for v = 0, equation (1) leads to the Benjamin-Bona-Mahony (BBM) equation
(or regularized long wave) [12]:

Uy — Uggpr + Uy + Uty = 0, (4)

which describes surface wave in a channel. While the solutions of the BBM equation
are unique and globally defined in time, the solutions of the Camassa—Holm and
hyperelastic-rod wave equations may break down in finite time. Due to the particular
circumstances in which this occurs, this situation is also referred as wave breaking
(see [13, 14] for more details). After wave breaking, the solutions are no longer unique
and, in this article, only solutions before wave breaking will be considered.

We now briefly review — without intending to be exhaustive — the numerical
schemes related to the generalized hyperelastic-rod wave equation that can be found
in the literature. For the Camassa—Holm equation, schemes using pseudo-spectral
discretization have been used in [15, 16]. Methods based on multipeakons, a special
class of solutions of the Camassa—Holm equation, can be found in [17, 18, 19, 20].
Finite difference schemes with convergence proof are studied in |21, 22|. In [23], the
authors use a finite element method to derive a scheme which is high order accurate



and nonlinearly stable. The Camassa-Holm equation admits a multi-symplectic
formulation which can be used to derive multi-symplectic numerical schemes, see
[24]. For the BBM equation, conservative finite difference schemes were proposed
in [25] with a convergence and stability analysis. We also refer to [26, 27|. As far
as the hyperelastic-rod wave equation, the authors are only aware of the numerical
scheme given in [28] which is based on a Galerkin approximation and preserves a
discretization of the energy.

In this article we derive finite difference schemes for the generalized hyperelastic-
rod equation which preserve some of the geometric properties of the equation. The
first property is a global one, namely the preservation of the energy, while the second
is local and corresponds to the preservation of multi-symplecticity. In Section 2, we
look at the Hamiltonian formulations of (1) and explain how methods for ordinary
differential equations based on discrete gradients that have been developed in [29]
can be applied to equation (1). In Section 3, the discrete gradients are computed
and the corresponding energy preserving schemes are derived. The discrete gradient
method is also applied to the hyperelastic-rod wave equation in [28] (in a Galerkin
setting) and to related partial differential equations in [30, 31|. Our discrete gradient
schemes are based on the Hamiltonian formulations of the equation and we introduce
a discrete product rule for differentiation which allows for a simple calculation of the
discrete derivative of the two Hamiltonians we are considering. In Section 4, we
review some of the general theory of multi-symplectic PDEs following the approach
of Bridges and Reich [32] and based on the work in [24], we derive a multi-symplectic
scheme for the generalized hyperelastic-rod wave equation (1). Finally, we illustrate
the behavior of these new schemes by numerical experiments in Section 5.

2. The discrete gradient approach

In this section we review the Hamiltonian formulation for partial differential equa-
tions, give the Hamiltonian formulations for the equations we are considering and
finally present the discrete gradient methods for ODEs of [29]. We also refer to [33],
where the author sets up the formalism of the discrete gradient.

We first consider the Camassa—Holm equation (2) in the limiting case x = 0:

Up — Ugpr + SUUE — 2UgUyy — Ulhgyy = 0.

Defining m = u — wu,,, this equation can be rewritten as a Hamiltonian partial
differential equation, that is,

m, = D(m) 2 (5)
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where the functional #(m) is the Hamiltonian and ;5_7-[ denotes the variational deriva-
m

tive of H with respect to m defined as

() 4
om’ 2 de
(here (v,w);» = [v(z)w(x)dz denotes the L*-scalar product). Equation (5) de-

fines a Hamiltonian equation if in addition the operator D(m) is antisymmetric with
respect to the L%-scalar product, that is,

; H(m +em) for all m

(0, D(m)w) 1, = = (D(m)v, w) 2,

and its Poisson bracket
oF 0H >
or .

[F, HY(m) = (5=, D(m) 5
satisfies the Jacobi identity
{rGHLHY+ G HY FY+ {{H, F}, G} = 0. (6)

The Camassa-Holm equation with £ = 0 has a bi-Hamiltonian structure (see [34]
for the definition and [3, 35] for the proofs): It is Hamiltonian for the two following
pairs of antisymmetric operator and Hamiltonian function,

Di(m)(v)= —mu, — (mv), = — (U — Uy Ve — (U — Ugy) V),

1

Halm) =3 [0+ do 7
and
Dy (m)(v)= ~(3:(1 ~ Ora)o
Ho(m) / (W + w2 da, (8)

N =

where the operators D; and D, , evaluated at the point m, are applied to a function
v. For the other partial differential equations considered in the introduction, it is not
clear if they also possess a bi-Hamiltonian structure (the issue here being the Jacobi
identity (6)), nevertheless we have the following Hamiltonian formulations. Firstly
we not that the analogous Dy(m) formulations of the equations are Hamiltonian
(this is because this operator is skew-symmetric and independent of m) and that the
analogous D;(m) formulations are (at least) skew-symmetric. For the hyperelastic-
rod wave equation (3), there exists, at least, two functionals #H;(m) and Hy(m)
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(H1(m) corresponds to the energy of the problem), and two antisymmetric operators
D;(m) and Dy(m) such that this equation can be written as a Hamiltonian problem
as in (5). They are given by

Di(m)(v) = —=(t — Ytge) Ve — ((U = Yz ) V),
Ha(m) = L / (u? + u2) da (9)
and
Dy(m)(v) = —(0:(1 = 0y))v,
Ha(m) = 1 / (U + yun2) dz. (10)

where, as before, we have u = (1 — d,,) 'm. For the Camassa-Holm equation given
by (2), we obtain

Di(m)(v) = —(u — uge + E)U:c — (U — gy + g)v)xa

2
Him] = %/(u2 +u2)dz (11)

and

Dy(m)(v) = =(0x(1 = Oza))v,
Ha[m] = %/( P+ ku® + uu?) da (12)
We note that the Camassa—Holm equation (2) has also a bi-Hamiltonian structure,
the proof of this fact follows the lines of [35].
For the generalized hyperelastic-rod wave equation (1), the formulation equivalent
to (9) is not available and we only have the Hamiltonian formulation given by

Dy(m)(v) = —(0:(1 = Oux))v,
Haln) = 3 [(Gl) + ) s (13
where G is an integral of ¢, i.e., G’ = g. Finally, for the BBM equation (4), we have
u 1 u 1
Di(m)(v) = _(g + 5)“:(: - ((g + 5) )z
Hi(m) = %/(u2 +u?) dz, (14)



and
Dy(m)(v) = —(0:(1 — Opa))v,
Ho(m) = %/(u2 + u;) dz. (15)

A remarkable feature of a Hamiltonian partial differential equation is the fact that
the Hamiltonian functional H is conserved along the exact solution of the problem.

Indeed, we have " s . .
m
@ = (o @) = (o D) = 0 (16)
using the fact that the operator D(m) is antisymmetric. The Hamiltonians H; and
H, are thus conserved along the exact solution of the partial differential equations
considered here. Our goal in the next section will be to exploit this feature of the
exact solution to design numerical schemes that exactly preserve a discretized version
of these Hamiltonians. To do so, we first have to find appropriate discretizations of
the partial differential equations (see Section 3 for the details) and then integrate
the obtained differential equations in time by the discrete gradient approach.

We now review the discrete gradient approach used in the numerical integration
of ODEs proposed in [29] (see also references therein). For a given smooth function
H : R" — R and a skew-symmetric matrix D(y) depending on y, we consider the
differential equation in R™ given by

y=[fy)=D(y)VH(y). (17)
We say that VH is a discrete gradient of H if
H(y) - H(y) =VH(y,y) (y —y) forally,y eR" (18)

and the consistency relation VH(y,y) = VH(y) is satisfied. Given a discrete gradient
V H, one can construct schemes of the form

S = DY, Yor1s AOVH (Yo, Y), (19)

where we impose that the operator v — D(y,y’, At)(v) is antisymmetric for all
y,y', At and, for consistency reason, D(y,y,0) = D(y). There exist several discrete
gradients of the same function H and one of them is given by the mean value discrete
gradient, see [36, 29|, which is given by

1
T H (g, yss) = / VH((1 = O + Cyarr)dC. (20)
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In the next section, we will introduce another discrete gradient which can be applied
to the type of Hamiltonians we will be considering.
Schemes which take the form (19) exactly preserve the value of H(y,), as we have

H(yn-i-l) - H(yn) - v[—[(ym yn-i—l) ) (yn—i-l - yn)
= AtVH(ym yn+1) ) D(yna Yn+1, At)VH(ym yn+1) =0. (21>

3. Energy preserving schemes

We consider periodic solutions on the interval [0,7]. We introduce the partition
of [0,7] in points separated by a distance Ax = 1/n denoted x; = iAz for i =
0,...,n — 1. We consider the time step discretization step At and t; = jAt. At
x = x; and t = t;, the value of u is approximated by uf . We define the right and left
discrete derivatives with respect to space at (z;,t;) as

(5;5“)3 = E(ugil - “z)

and the symmetric derivative as
1 _
5. = (65 +07).
For the rest of this section, we also define the following compact discrete operator
62 =010 =0,0; .

In order to derive energy-preserving schemes, we have to define all the continuous op-
erations at the discrete level. The L?-scalar product in the continuous case becomes
the following discrete one

(u,v) = Ax Z U;v; (22)
for which the following discrete summation by part rules hold:
(0yu,v) = —(u,67v) and (6u,v) = — (u,d,v). (23)

We have to discretize the Hamiltonians H; and H,. We will only consider in details
the hyperelastic-rod wave equation, the results for the other equations being listed
below. Let us now define m = (1 — 62)u, we approximate H; and Hy by

[y

Hi(m) = 22 3™ () + (5Fw)?) 1)

i

Il
o



and
n— 1

_H

5 b 0w, wg) (25)

0
respectively. Here, we could have chosen in the definition of the Hamiltonians the

symmetric discrete derivative ¢, and we would have obtained H;(m) = % Z?:_ol ((us)*+

(6,u;)?) and Ho(m) = % Z?:_Ol((u,-)?’ + yui(6,u;)?). However, this choice leads to
the use of the non compact discrete operator §,0, which may cause instability!, see
e.g [37].

Several methods to compute discrete gradients are given in [29]. In this section,
we present another method which can be used in the case where the Hamiltonians

consist only of sums and products of the unknown variables (i.e. {u;}7=), as in (24)
and (25). For a scalar function f, we denote the difference f(m') — f(m) by o[f] and

the average m by u[f]. A straightforward computation shows that, for any
m and m’, we have

1

fm)g(m')=f(m)g(m) = S (f (m")=f (m))(g(m')+g(m))+5 (g(m) =g (m))(f (m')+f (m))

which rewrites with our new notation as

O[(f - 9)l = OLf] - ulgl + dlg] - plf]. (26)

Note the similarity between (26) and the Leibniz rule (fg) = f'g+¢'f and it becomes
clear that the operator u is introduced to account for the failure of a simple difference
to fulfill the Leibniz rule. By recursively applying the product rule (26), we obtain

51 = 5 S gl + (51
= % Z(25[ul]u[u2] + 20[07 wg] [0 uq]).

=0

We use the fact that 6 and g commute with 6= (which follows from the linearity of

We thank the referee for pointing this out.



9), the summation by part rule, and we obtain

S1H,] = A S0 lu] — 91520

= Ax i p1[ui] (8u] — 6[02u;))

= (plul, [m])

by the definition of the discrete scalar product (22). Hence, using the fact that
m = (1—62)u, we get

u 4+ u
(o) = Hiom) = (. lm]) = (2l = m ) (27)
and the discrete gradient of H is given in this case by
Tt om ) = ] <5 = () (). 29)

For the second Hamiltonian of the hyperelastic-rod wave equation given by (25), we
obtain

n—1
3[Ha)] = % 37 8(ui)* + yuidi w0y ul
=0

n—1

_ Az

2
i=0

([ (ua)*10ua] + pului]6[(ui) ] 4+ YO s 0 widy wi] + ypalus] 6[0, wid, wi])

n—1

_ Az ((N[(Ui)2] + 2pu]® + w[éjuiéguiD Slu;) + w[ui]é[éiuiégui])

= (ule) ol + 2ot udy ) = 207 (uluuloel) — 267 (uluulst]), ofu] )

Va(m,m') = (1= 037 (Sulu) + lul® + Jalss ud ) = 257 (ulululd u)
— J0 (ululloul). (20)



or

VHy(m,m') = i(l — 64! <2u2 +2u"? + 2un 4+ (6 ud, u + 5o )
U5 N(S— N _ T s+ N(Ss+ +, 1
10, ((u+ )0+ 0;u) = 20F ((u+ ) (67w + 85u)) ) (30)

Note that, if we replace p by the identity in (27) and (29) (so that the product
rule holds exactly) and replace the discrete spatial derivatives by there continuous
counterparts, then we obtain % and ‘?l—mz, respectively and in this way we check the
consistency of the approximation.

Let us now compute the mean value discrete gradient, which we now denote

V" H;(m,m’) (for j = 1,2), as given by (20), that is,
1
V" Hm ') = [ V(1= Om o+ G)dg, (31)
0

Here the gradient VH is defined with respect to the discrete scalar product (22) and
we have, for all m,

d

(VHi(m), m) = e I Hyi(m + em)
n—1 n—1
= Ax Y (ugtl; + 5 wib ) = Aw > wiil; — 62;) = (u, 1),
i=0 i=0

after one summation by part, so that

VH(m)=u. (32)
In the same way, we obtain
(V Hy(m), ) = d% _ Hy(m+em)
= % n_1(3(uz‘)2ﬁi + VU0 wid w4 Y0y Uidy w4 Y0y uidy ;)
i=0
so that

VHy(m) = (1 — 62)7! (ng + 1o usyu — 167 (uoyu) - g(s;(uagu)) (33)
(the multiplications are meant component-wise). From (31) and (32), we get

u+u

2

V" ) = [ (1= Out Cu)c =

10



and the mean value discrete gradient coincides with the discrete gradient computed
earlier in (28). For the second Hamiltonian, from (31) and (33), we obtain

o) = (1= [ (30 -y
+ (81 = Qu+ )37 (1= Qu+ Cu)
= 257 (1= Qu+ Cu) (0 (1 = Qu + ¢u))
= 255 (1= Qu+ G (6 (1 = Qu+ ) )¢
= (1—62)" (2 (u® +wd’ +u) + 2 (0 udy u + 55;u5;u’
+ 55;u’5;u + 0 u', u)
- %5; (udyu+ %ué;u' + %u’é;u + /o)

- %6: (udfu+ %uéju’ + %u'éju + u'5;ru')) (34)

which differs from the discrete gradient computed earlier in (30). It remains to
discretize the operators D; and D,. We use the following approximations:

Dy(m)(v) = —((u = y85u)0:v) — 6((u — 107u)v) (35)

and

Dy(m)(v) = =8,(1 = &3) (v). (36)
The choice of discretization of (35) is not unique, see the end of Section 5. Using the
summation by part rule (26), it can be checked that the discrete operators Dy and
Dy are antisymmetric for the discrete scalar product (22). The discrete gradients
(28), (30) and (34) are symmetric in m and m/, that is, VH(m,m') = VH(m', m)
for any m and m’. For the extensions of the operators D; and D5, we take

Diy(m, m!, At)(v) = —((5 (u+v') = 263 (u+u))dp) — (5 (u+ ') = 262(u+u'))v)
(37)
and
Dy(m,m/, At) = Dy(m), (38)
respectively. Note that Dy(m,m/, At) = Dy(m) = Dy(m’) because, by definition,
Dsy(m) does not depend on m. With these special choices, both operators are time
independent and so they are symmetric in time, that is,

Dj(m,m', At) = D;(m’, m, —At) (39)

11



for j = 1,2 and for all m, m/, At. Finally, we obtain three schemes which all preserve
one of the Hamiltonians, see (21). The first scheme is given by

G4 _ g - . . _ . .
% = Dl(m’H,mJ, At)VHl(m”l,mJ)

or, more explicitly,
Wt =l — %(1 s ((uj+1 + ! — AW + ), (T + )
+ 0z ((ujJrl + ! — 62T ) (W + u])>) . (40)
It preserves the discrete energy H;. The second scheme is given by

J+1 _ 7 R . .
% = Do(m!)VHy(m/*', m?)

or, more explicitly,

Wt = uj—%(sx(l—éfc)_l (2((uj+1)2+uj+1uj+(uj)2) (STt w6 w6 u?)

— %(5; ((w + /™) (6w + 6,0/ ™h)) + 67 (W + /) (07 + 5;uj+1)))). (41)

The third scheme is given by

i+l _ i o . .
M = Dy ()Y Ho(m )

or more explicitly
P = — %596(1 _ 55)‘1(2((uj+1)2 + 4 (u)?)
+ 2% (5juj+15;uj+l + %5;uj+15;uj + %5;uj+15;uj + 5juj5;uj)
- 2%6; (Wo /T + %u”lé;uj + %ujéguj“ +ul o, )
— 2%5: (Wi u/ T + %u”léjuj - %ujéjuj“ - ujé;ruj)). (42)

The schemes (41) and (42) preserve the discrete Hamiltonian Hy. The three schemes
are second-order in time since they are symmetric in time by equation (39), see [29].

12



For the Camassa—Holm equation and the BBM equation, the schemes corresponding
to (40) are

w =l — %(1 — 647! (((1 — )W+ ) + k)0, (W + )
0 (1= )™ ) + ) (w4 uj)>>
and
w7 =l G ) (@ )i )
0, (W12 + ()2 + 201 + 3Pt + 3uj)>,
respectively. For any scalar function, and in particular GG, the discrete gradient is

G — G(u)

unique as we have VG(u,u) = = . For the generalized hyperelastic-rod

wave equation, the schemes (41) and (4_2) rewrite

Wt =f — %59:(1 — 6! <2§G(uj+l> u’)
+ (O T W+ 58 )
= (0 (7 + Y (G + 0w ) 8 () (6 4 0l ) )
and
W = — %590(1 — 53)—1(2VG(uj+1,uj)
n 2?7 (6;_uj+15;uj+1 + %5;-uj+15;uj 4 %5;uj+15;-uj + 5;'uj(5;uj)
B 23_~y5; (uj+15x—uj+1 + %M“é;uj 4 %u’ﬁ;ujﬂ + uig;uj)
_ 2%5;_ (uj+15;_uj+1 + %uj'i'lé;uj + %uj(g;-uJ#l + u95;U])>

In the particular cases of the Camassa-Holm equation and the BBM equation, we
have

VG(u, ) = k(u+u') +u* +u? +

and

VG(u,u') =u+u + %(u2 +u? +u),

respectively.
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4. Multi-symplectic integrators

We begin this section by reviewing the concept of multi-symplecticity in a general
context, for more details, see e.g. [38, 32, 39|. A partial differential equation of the
form F(u,ug, g, U, .. .) = 0 is said to be multi-symplectic if it can be written as a
system of first order equations:

Mz + Kz, =V,S(2), (43)

with z € R? a vector of state variables, typically consisting of the original variable u
as one of its components. The matrices M and K are skew-symmetric d X d-matrices,
and S is a smooth scalar function depending on z. Equation (43) is not necessarily
unique and the dimension d of the state vector may differ from one expression to
another. A key observation for the multi-symplectic formulation (43) is that the
matrices M and K define symplectic structures on subspaces of R?,

w=dz N\ Mdz, k=dz A\ Kdz.

Considering any pair of solutions to the variational equation associated with (43),
we have, see [32], that the following multi-symplectic conservation law applies

Oww + O,k = 0. (44)

With the two skew-symmetric matrices M and K, one can also define the density
functions

E(z)=S5(z) — §Z§KZ’ F(z) = §thKz,
G(z) = S(z) — %thMz, I(z) = %szz,

which immediately yield the local conservation laws
OE(2)+ 0,F(z) =0 and  9,1(z) + 0,G(z) =0,

for any solution to (43). Thus, under the usual assumption on vanishing boundary

terms for the functions F(z) and G(z) one obtains the globally conserved quantities
of (energy and momentum)

a@:/E@m; and ﬂ@:/ﬂ@m.

Since the multi-symplectic conservation law (44) is a local conservation law, the
multi-symplectic formulation of a partial differential equation may lead to numerical

14



schemes which render well the local properties of the equation. To derive multi-
symplectic integrators, we follow the approach given in [38] (see also [32]) and write
the partial differential equation as a system of first order equations (43) and then
discretize it. For an alternative construction of multi-symplectic integrators see for
example [40].

The main philosophy behind the use of symplectic integrators for Hamiltonian
differential equation is that the schemes are designed to preserve the symplectic
form of the equation at each time step. For multi-symplectic partial differential
equations, the idea of Bridges and Reich [32] was to develop integrators which satisfy
a discretized version of the multi-symplectic conservation law (44). For this purpose,
they considered a direct discretization of (43), replacing the derivatives with divided
differences, and the continuous function z(¢,z) by a discrete version 2™ ~ z(t;, ,,)
on a uniform rectangular grid. We set Az = x,,,1 — x,,n € Z, and At = t;1 — t;,
7 >0 as in Section 3.

Following their notation, we write

MO 2" 4+ KOz = V.S ("), (45)

where 0}’ * and ™" are discretizations of the partial derivatives 9; and d,, respectively.
A natural way of inferring multi-symplecticity on the discrete level is to demand that
for any pairs (U™, V™) of solutions to the corresponding variational equation of (45),
one has

O i+ O s = 0,

where
Wag(U™, V™) = (MU, V™), kg (U™, VM) = (KU™, V™),

with the Euclidean scalar product (-,-) on R

As for the Camassa-Holm equation, see [24], setting z = [u, ¢, w, v, v]", we derive
the following multi-symplectic formulation (43) for the generalized hyperelastic-rod
wave equation (1):

]T

0 1/2 0 0 —1/2 00 0 —10 ~w — 2g(u) — 4%
~1/2 0 00 0 00 1 0 0 0

0 0 00 0 |[z+]0-10 0 0fz= u :
0 0 00 0 1 00 0 0 5

/2 0 00 0 00 0 0 0 vy + v
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with the scalar function S(z) = —wu — %G(u) — VUV; + v, recalling G(u) =
[ g(u). In [24], two multi-symplectic formulations are derived for the Camassa—Holm
equation. The second one is based on a reformulation of the equation which takes into
account the energy as an additional variable. This reformulation, which can handle
peakon-antipeakon collisions, is inspired from [41] and it has been extended to the
generalized hyperelastic-rod wave equation in [2]. We tried hard but did not succeed
to extend the second multi-symplectic formulation of [24] to the hyperelastic-rod
wave equation. This difficulty may reflect the fact that the Camassa—Holm equation
enjoys a much richer mathematical structure than the hyperelastic-rod wave equation
(Lax pair, complete integrability, geodesic equation, etc ...)

We now turn to the calculation of the global invariants (energy and momen-
tum) defined above. For the hyperelastic-rod wave equation, an integration of the
conservation law 9,1(z) + 0,G(z) = 0 leads to:

i% (—tpd + u? + u? — utty,)dz + [G(2)] =0,

where the brackets stand for the difference of the function evaluated at the upper
and lower limit of the integral. As in [24], after an integration by parts on the first
and last term, using periodic (or vanishing at infinity) boundary conditions of u
(ie. [u] = [ug] = [uz] = [¢t] = 0), we obtain the following global invariant for the
hyperelastic-rod wave equation:

7= %/(u2 +u2)da.
Similarly, the second conservation law 8,E(z) + 9, F(z) = 0 leads to

E=— /(u3 + yuu?)daz.

N =

We remark that these two conserved quantities are (up to a multiplicative constant)
the Hamiltonian functionals given in (9)-(10).

The Euler box scheme. By taking the splitting M = M+ M_ with M, = M_ = %M

(and similarly for K) we obtain the Euler-box scheme, a multi-symplectic integrator
for the generalized hyperelastic-rod wave equation, expressed in terms of u (see [24]
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and [39]):
— AN (2 gl g2ty

2 1 n,i—l_i(_l ntliy o Lo oon—lay 0 ond2i o miin2
; AIN{ AL 2ng \ 7290 F () = gr v u)

Y ny o m—2,i\2 1 omt2i-1 ni—1 __  n—2i-1
+ 8Ax2(u U ) +74AxAt( U +2u U )
n 4Xx2 (W2 (3 gy gy (nt i g neli)y =i (neti un—3,i))) }

Equation (1) can be rewritten in the form
1
Up — Ugyy + (§g(u) + %ui)w — Y(utty)pe =0 (47)
and the corresponding Euler-box scheme is given in a more compact form by

O™ — 0,8,0u™ + 0, (3g(u™) + L(8,u™)2) = 0,0, (u6,u") =0, (48)

recalling from Section 3 the definitions of the centered differences 9, = %(5; +0,)

and, similarly in time, §, = %(5t+ + 9; ). Note that this scheme is only linearly
implicit.

Before closing this section, we would like to mention that we only consider the
Euler box scheme for the sake of simplicity. We have implemented the Preissman
box scheme with Newton’s method. However, the Jacobian matrix is ill conditioned
so that we cannot use this box scheme.

5. Numerical experiments

In this section, we present numerical experiments. We focus on the the hyperelastic-
rod wave equation (3) and present one test for the BBM equation. The results for
the Camassa—Holm equation (that is v = 1) do not essentially differ from those for
the hyperelastic-rod wave equation. We will consider two types of initials conditions:
A smooth traveling wave and a single peakon.

5.1. Initial data

This two types of initial conditions are obtained in the following way (see [42,
43| for a derivation of all the traveling wave of (3)). Looking at the Hamiltonian
formulation of (3) with (9), we define

UV=1U—YUzg
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so that m = 7—_1u + ~ and the partial differential equation becomes
Y v

~((r = Due 4 ) + (w0 + vty = 0. (49)
For a traveling wave with speed ¢, we have
u(t,z) = U(x — ct) and v(t,x) = V(z — ct)

and (49) yields
—s((v ~ DU +V)+V'U+2VU = 0.

Thus, . .
(U — ;)V/ +2U(V — %(7 —1))=0. (50)

After multiplying both sides of (50) by (U — s), we get

(U= 2V 420U = 2)(V = 5-(r=1)) = 0

which can be integrated and gives

(V- £-1)U -5 =a G

for some constant «. Using the fact that V' = U — ~U”, we can rewrite (51) and
obtain

n o cey=1) 1 ary
V=" PV Go—ep (52)
which is a second order equation for the traveling wave U. After multiplying (52)
by U’ and integrating one more time we recover the equations given in [42, 43|.
However, (52) is easier to implement numerically. We use equation (52) to derive
the equations of the smooth traveling wave and the peakon. For the BBM equation,
a simple computation gives us that the traveling wave u(t,z) = U(z — ct) satisfies

1
cU" = (c— 1)U — §U2+a (53)
where « is an integrating constant. Note that, if u is a solution of the BBM equation
(4), then u(t, z) = u(%,2) 4+ 1 is a solution to the hyperelastic-rod wave equation for

~v = 0 so that the numerical schemes derived for the hyperelastic-rod wave equation
can in practice be also used directly for the BBM equation.
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Figure 1: Smooth traveling waves for the hyperelastic-rod wave equation for different values of ~.

Smooth traveling wave: We do not obtain smooth traveling waves for all the
values of the parameters «, ¢ and . For ¢ = o = 3, we solve numerically (52) with
initial data U(0) = 1 and U’(0) = 0. We use the solver ode45 from matlab with high
accuracy. The results are presented in Figure 1 for different values of ~.

Single peakon: Taking a = 0 in (52), we obtain the peakons. Indeed, on the
line, the general solution of this second order differential equation is given by

010 = B0 4 At 4

for some constants A and B. As it is noted in [43], a traveling wave can only have
a point of discontinuity ¢y when U reaches the value £, that is, U (Co) = s For a

single peakon, there is only one point of discontinuity (, (the top of the peak) and we

impose (y = 0. To obtain vanishing at infinity boundary conditions, we must have
A = B and thus

UQ) = £ (15 + (1= 15 2)e)

so that, on the line, the peakon-solution of the hyperelastic-rod wave equation is
then given by
¢ —|z—ct
u(t,x)—%(v—l—l—(?)—v)e le=etl/ V7).

Still for v = 0, by choosing the points of discontinuity at —7'/2 and 7T'/2, we obtain
the periodic peakon. On the interval [—7"/2,7T'/2], this gives

c (3 - ”Y) C
VO =5 0= 1+ ey )
so that the periodic peakon is

¢ B-7 d(x — ct)
u(t,x)—g<7_1+WCOSh< NG ))7 (54>
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for d(z) = # — T where Z is the unique element of [0, T') for which there exists k € Z
such that z =z + L + kT,

5.2. Stmulations

Before we proceed with the numerical experiments, let us give some remarks
concerning implementation issues. For the multi-symplectic scheme (48) applied
to equation (3), the first needed step for the iteration will be computed along the
exact solution of the problem. The integrals in the Hamiltonians given in (9) and
(10) will be discretized in such a way that we obtain the conserved quantities (24),
resp. (25) from the energy-preserving schemes (40), (41) and (42). All the numerical
experiments will be done for the hyperelastic-rod wave equation with the constant
7 = 0.8. The smooth traveling wave considered will be the solution of (52) with
¢ = «a = 3. In this case we obtain a period 7" =~ 3.8609 for the traveling wave. For
the single peakon (54), we take 7' = 40 and ¢ = 1. In the following figures, we will
denote by scheme MS, scheme 1, scheme 2, resp. scheme 8 the multi-symplectic
scheme, and the schemes (40), (41), (42).

We first consider the temporal rate of convergence of our schemes. We vary the
time step At and set the space step to Az = ¢ At/0.9. One can see from Figure 2 that
the order of convergence is two for the smooth solution and one for the non-smooth
one, and this holds for all the schemes. Similar behavior are also observed for the
spatial rate of convergence of the numerical methods: order one for the non-smooth
solution and order two for the smooth one. The results are however not displayed.
We next take a fixed small time step At = 0.01 and varies the space step Ax. The
rate of convergence of our schemes are shown on Figure 3. Again, order two, resp.
order one is observed for all the schemes.

We next plot the discretizations (24) and (25) of the Hamiltonian functionals
of our problem. For the smooth solutions, the grid parameters are Ax = 0.04
and At = 0.01. For the single peakon solution, they are given by Ax = 0.13 and
At = 0.01. The integrations are done over the time interval [0,5]. Figures 4 and 5
display the results for the discretization of the Hamiltonians given by (24) and (25),
respectively. For the non-smooth solution, we also integrate the problem over a longer
time intervall ([0, 10]) and notice that the multi-symplectic scheme and scheme (40)
perfom better than the others. However, on a short time intervall ([0, 5] again), we
were able to use much larger time steps (ten times larger, in fact) for the energy
preserving schemes compared with the multi-symplectic scheme. For the smooth
solution all schemes perform well.

We now look at the Hamiltonian functionals of the BBM equation (4). Figure 6
displays the results for the smooth solution (53) to the BBM equation (we take
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Figure 6: The Hamiltonian (24) (left) and (25) (right) along the numerical solutions given by the
schemes (40), (41), (42) and (48) for the smooth solution to the BBM equation.

a = 0) with step sizes At = 0.01 and Az = 0.07.

Next, we look at the convergence rates for the two Hamiltonians (24) and (25).
Figure 7 shows the relative errors in these conserved quantities for the smooth
traveling wave. Once again, we vary the time step At and set the space step to
Az = ¢ At/0.9. The integrations are done over the time interval [0,2]. We remark
that the order of convergence of the schemes is three. Thus, the convergence towards
the Hamiltonians occurs faster than the convergence of the L2-error, which has an
order of convergence equal to two (see Figure 2). We also compare the convergence
rate in the conserved quantities for the peakon solution and observe an order of
convergence of one. The results are displayed on Figure 8.

Finally, we take again a (small) fixed time step At = 0.005 and let Az varies. The
convergence rate in the conserved quantities are displayed on Figure 9 and Figure 10.
The same order of convergence as above is observed.

5.3. Discussions

From our numerical experiments, we can see that the error for the multi-symplectic
scheme is in many cases relatively smaller compared to the other schemes. However,
the schemes seem otherwise to perform in a comparable manner and in particular it
is not clear if one can take advantage of the global or local nature of the schemes
(global for the schemes (40), (41), (42) as they preserve one of the Hamiltonians, or
local for the multi-symplectic scheme (48)).

Finally, we would like to comment about the degree of freedom we have when
deriving the schemes that have been presented. We already saw that the discrete
gradient of a function is not unique and presented two ways of computing it. In
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addition, when discretizing the antisymmetric operators D;, we used the symmetric
discrete derivative d. We could have used instead left and right discrete derivatives
and obtain schemes with the same preserving property. For example, instead of (35),

we can take
Di(m)(v) = —((u —y87u)d;v) — 67 ((u —yd7u)v). (55)

By using the discrete summation by part rule (23), we can check that this operator
is antisymmetric and, in the same way as we derived from (35) the numerical scheme
(40), we can obtain from (55) a numerical scheme that ezactly preserves the discrete
Hamiltonian H;. We have implemented this particular scheme and observed that
it may be very unstable, for example in the case of a smooth wave (traveling from
left to right) as initial data. This bad behavior is due to the discrete difference
operator d; in (55), which models the transport of the momentum u — yu,, at a
speed u. In the case we are looking at, the “information” is traveling in the same
direction as the wave, from left to right, but the right discrete derivative ¢, compute
the difference by taking values from the opposite direction, from the right. We can
observe that, if we consider as initial data a wave now traveling from right to left,
the same scheme performs well. This confirms the stabilizing effect of the symmetric
discrete derivative and justifies its use. It also shows that the preservation of energy
alone does not guarantee the well-behavior of a scheme.
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