Homework 2 (due anytime before Christams)

Obs! Full credit for correct solutionsto any seven problems

Exercises 1 and 2 can be solved using only a Second Momentoblleth
The same is true d.3, but there is an extra twist which makes the analy-
sis considerably more complicated. So don’t worry if you'taalve Q.3.
Exercises 4-9 involve Chernoff bounds and emphasise CS afiphs.

Q.1. A set A of integers is called &don set, if the sumsa; + a,, for
ai,ar € A, are all distinct. Herei; = a, is allowed. So, for exam-
ple, A = {0,1,3,6} is not a Sidon set, sincé + 6 = 3 + 3, whereas

A =1{0,1,3,7} is a Sidon set, since the 10 possible sums of two elements
of A are all distinct. Indeedd + A = {0,1,2,3,4,6,7,8,10, 14}.

Now letn denote a prime numbeandp € [0, 1] a probability. LetA =
A(n, p) denote a random subset®f, the field of integers modulo, where
each number is chosen independently with probabilityrhis is a natural
number theory analogue of the Bis#Renyi model for random graphs. De-
termine, with proof, threshold functions= p(n) for the following
events :

(i) “ A contains no 3-term arithmetic progressions”

(ii) “Ais not a Sidon set”.

Q.2 With notation as above, et = X (n, p) be the random variable which
denotes the cardinality of the sumsét+ A. In this exercise, we suppose
thatn™! < p = p(n) < n~ /2

Let p,, = u(n,p) := E[X]. Show that
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and thatX is strongly concentrated about its mean in the followingssen
foranye > 0,

asn — oo,

lim P[(1 —e)u < X < (1+€)u] =1.
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*Q.3 Now suppose that = p(n) = c-n~'/2, for some fixed constant> 0.

Show that
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whereg : (0,00) — (0, 1) is the function

xT

glx)y=1—e€"".
Show thatX is also strongly concentrated about its mean, in the sansgsen
asinQ.2.

Q.4 Let X4, ---, X, be independent random variables chosen uniformly
from the set{0,1,2} and letX := ) . X,. Derive a Chernoff bound on
P(X > (14 6)n)andP(X < (1 —0)n)for0 <4 < 1.

Q.5 In class we introduced the random variabié(k, p) as the number

of trials required to gek successes with a coin of success probabijlity
and derived a concentration result on thégative Binomial distribution by
relating it to the Binomial distributior3(n, p), for which we derived CH
bounds. WritdV' (k, p) as the sum of independent random variables with
ageometric distribution, and employ the method of the CH bounds by com-
puting the exponential moment generating functo¥ explicitly. Choose

a suitable\ and compare the resulting bound to the one you get via the re-
lation to B(n, p).

Q.6 Afunction f : R — R is convexif for all z,y and0 < X <1,

fz+ (1= Ay) <Af(z)+ (1= A)f(y),
that is, the graph of between: andy always lies below the line joining

(z, f(x)) and(y, f(y))-
(a) Let Z be a random variable that takes on a finite set of values in
[0,1] and letp := E[Z]. Define the)/1 random variableX so that
P(X =1) = pandP(X = 0) = 1 — p. Show thatE[f(Z)] <
E[f(X)] for any convex functiory.
(b) Use this to give an alternate proof of the Hoeffding exten of the
Chernoff bound.

Q.7 Supposen balls are thrown independently and uniformly at random
inton bins, and letBy, - - - , B,, be the number of balls in each of théins.
Let L := max; B; be the maximm number of balls in any bin.
(a) Show that, with high probability, = O(logn)), by a direct appli-
cation of a CH bound.
(b) Show that, with high probability, = O(—2"_). You may need to

loglogn
use the following form of the Chernoff b%)ugnd:

&9 E(X)
P(X > (1+0)E(X)] < (m) :



Q.81In class, in the analysis of the randomized two phase bitdigiotocol
for routing, we assumed unbounded queue sizes at each v&itexa high
probability analysis for the maximum size of the queue ataryex during
the execution of the algorithm in the worst case.

Q.9 Modify the randomized median selection algorithm we disedlsin
class (Mitzenmacher-Upfal, p. 54) by replacing just the Btep i.e. how
the random sample is chosen: Ieébe formed by selecting each element of
S independently with probability := n~'/* (so R is a set not a multiset).
Analyse the resulting algorithm using CH bounds. (Start lwyngj a high
probability bound for the size of the sAtetc.)



