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Abstract

We generalize Stochastic Mathematical Programs with Equilibrium
Constraints (SMPEC) introduced by Patriksson and Wynter [Operations
Research Letters, Vol. 25, pp. 159–167, 1999] to allow joint upper-level
constraints, and to change continuity assumptions w.r.t. uncertainty pa-
rameter assumed before by measurability assumptions. For this problem,
we prove the measurability of a lower-level mapping and the existence
of solutions. We also discuss algorithmic aspects of the problem, in par-
ticular the construction of an inexact penalty function for the SMPEC
problem, and touch upon a question of distribution sensitivity. Applica-
tions to structural topology optimization and other fields are mentioned.

Keywords: Bilevel programming, equilibrium constraints, stochastic
programming, existence of solutions, stochastic Stackelberg game.

1 Introduction

The consideration of uncertain data in engineering and economical hierarchical
decision-making processes naturally leads to the formulation of such processes
as stochastic mathematical programs with equilibrium constraints (SMPEC)
introduced in Ref. 1. We extend the framework presented there to include more
general constraints and probabilistic settings, while correcting the error in the
proof of the existence of solutions (Ref. 1, Corollary 2.5).

SMPEC generalize deterministic MPEC, or generalized bilevel programming
problems (Ref. 2) by explicitly incorporating possible uncertainties in the prob-
lem data to obtain robust solutions. For a discussion of possible applications
of the model see Ref. 1; applications to structural optimization are discussed in
Refs. 3, 4. A special form of SMPEC was formulated in Ref. 5 in a framework
of stochastic Stackelberg games. Thus the model has applications in economics
as well.
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Let (Ω, S, P) be a complete probability space. The stochastic MPEC is:

min Eω[f(x, ξ(ω), ω)] :=

∫

Ω

f(x, ξ(ω), ω) P(dω)

s.t.

{ (
x, ξ(ω)

)
∈ Z(ω), P-a.s.

ξ(ω) ∈ S(x, ω), P-a.s.

(SMPEC − Ω)

where ξ : Ω → R
m is a random element in (Ω, S, P), Z : Ω ⇒ R

n×R
m is a point-

to-set mapping representing the upper-level constraints, and S : R
n × Ω ⇒ R

m

is a set of solutions to a lower-level parametric variational inequality problem:

S(x, ω) := { ξ ∈ R
m | −T (x, ξ, ω) ∈ NY(x,ω)(ξ) }. (1)

The lower-level problem is defined by the mapping T : R
n × R

m × Ω → R
m

and a feasible set mapping Y : R
n ×Ω ⇒ R

m having closed convex images, and
NY(x,ω) : R

m
⇒ R

m denotes the normal cone mapping to the set Y(x, ω).
The outline of the paper is as follows. In section 2 the question of feasibility

is addressed. The main result is the measurable dependence of the solution set
to a variational inequality problem on an uncertainty parameter. Thus it is
a generalization of the measurability of the marginal mapping for optimization
problems (cf. Lemma III.39 in Ref. 6 and Theorem 8.2.11 in Ref. 7). In section 3,
the existence of solutions to (SMPEC−Ω) is proved, generalizing Corollary 2.5
in Ref. 1. In section 4 as an example we apply the existence result to a structural
optimization problem. Section 5 discusses penalization procedures, generalizing
Theorem 9.2.2 in Ref. 8 to (SMPEC − Ω) and outlining one possible approach
to solve SMPEC.

2 Feasibility

The crucial part of the proof of the existence of solutions to a deterministic
MPEC is the closedness of the feasible set (Ref. 2). The typical situation with
SMPEC is that for almost any ω the closedness of an “ω-slice” Fω = Z(ω) ∩
gr[x → S(x, ω)] of the feasible set can be established using the existing results.

Consider now x ∈ R
n. Suppose that for almost any ω we obtain a point

(x, ξ(ω)) ∈ Fω. The objective function can be evaluated at (x, ξ(·)) only if
the function ξ(ω) is S-measurable. Thus the question arises, whether we can
guarantee the existence of some S-measurable function ξ such that for almost
any ω the following two conditions hold: (x, ξ(ω)) ∈ Fω (feasible solution) and
f(x, ξ(ω), ω) ≤ f(x, ξ(ω), ω) (“non-worse” solution).

Our approach to the problem is as follows. We will use the measurability in
ω for fixed x of S(x, ω) and Zx(ω) := { ξ ∈ R

N | (x, ξ) ∈ Z(ω) } (cf. Section 2
in Ref. 9, Chapter III in Ref. 6, or Chapter 8 in Ref. 7 for the definition of
measurability of set-valued mappings). After that, we can apply the theorem
about the measurability of marginal mappings (cf. Lemma III.39 in Ref. 6 or
Theorem 8.2.11 in Ref. 7) to give an affirmative answer to the posed question.

We shall presume throughout that Zx(ω) and Y(x, ω) are measurable in ω
for any x ∈ R

n. A sufficient condition is, e.g., Theorem 8.2.9 in Ref. 7, cited
here for convenience.
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Theorem 2.1 (Inverse image). Consider a complete σ-finite measure space
(Ω, S, P), complete separable metric spaces X, Y , measurable set-valued maps
F : Ω ⇒ X, G : Ω ⇒ Y with closed images. Let g : Ω × X → Y be a
Carathéodory map. Then, the set-valued map H, defined by H(ω) = {x ∈
F (ω) | g(ω, x) ∈ G(ω) } is measurable.

Remark 2.1. If the mappings Zx(ω), Y(x, ω) are defined by inequalities of the
type { ξ ∈ R

m | gx(ξ, ω) ≤ 0 }, where gx is a Carathéodory mapping, then they
are measurable.

The next proposition asserts the measurability of the mapping S(x, ·).

Proposition 2.1 (Measurability of S(x, ·)). Suppose that the mapping Y is
measurable in ω for any fixed x and has closed convex images for any x and
almost any ω. Let the mapping T be continuous in y and measurable in ω (i.e.
Carathéodory) for any x. Then, the mapping S is measurable in ω for any x.

Proof. Fix x and consider the mapping S̃ : R
n × Ω ⇒ R

m given by the normal
equation:

S̃(x, ω) := {ν ∈ R
m | T (x, ΠY(x,ω)(ν), ω) + ν − ΠY(x,ω)(ν) = 0},

where ΠY(x,ω) : R
m → R

m denotes the Euclidean projection operator onto
the closed convex set Y(x, ω). By Corollary 8.2.13 in Ref. 7, the mapping
ω → ΠY(x,ω)(ν) is measurable for any ν. Since T is Carathéodory in the vari-
ables ξ × ω and the Euclidean projection is continuous, the resulting mapping
T (x, ΠY(x,ω)(ν), ω) is Carathéodory in variables ν×ω. Thus we can apply The-

orem 2.1 to conclude the measurability of S̃ for any ν.
Recalling that S(x, ω) = ΠY(x,ω)(S̃(x, ω)) by Proposition 1.3.3 in Ref. 2, we

can apply Theorem 8.2.7 in Ref. 7 about direct image to obtain the measurability
of the mapping clS(x, ·) for any x. Since T is continuous in ξ and Y has closed
images, the mapping S has closed images and we are done.

3 Existence of solutions

Let X denote the projection of the feasible set of the upper-level problem on the
space of x variables: X := {x ∈ R

n | ∃ ξ(ω) : (x, ξ(ω)) ∈ Z(ω)for almost any ω }.
Let also denote by F(x, ω) the “x-slice” of the feasible set of (SMPEC − Ω):
F(x, ω) := Zx(ω)∩S(x, ω). We will say that the function f : R

n×R
m×Ω is uni-

formly weakly coercive w.r.t. to x and the set X if the set {x ∈ X | f(x, ξ, ω) ≤
c } is bounded for any c ∈ R.

The approach to the existence proof is close in spirit to that of Theorem 14.60
in Ref. 10 about the interchangeability of integration and optimization. The
difficulty is that we have “coupling” variables x which do not allow us to use
the pointwise minimization in a straightforward way.

The next theorem generalizes Corollary 2.5 in Ref. 1 in the following ways:
we allow joint upper-level constraints Z , do not require any continuity of the
involved mappings with respect to ω, and consider an arbitrary probability
measure on a complete probability space.

Theorem 3.1 (Existence of solutions). Suppose that the following assump-
tions are fulfilled:
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1. the mappings Zx(·) and S(x, ·) are measurable for any x,

2. the set Z(ω) and the mapping x → S(x, ω) are closed for almost all ω ∈ Ω,

3. the mapping f(x, ξ, ω) is continuous in (x, ξ), measurable in ω, uniformly
weakly coercive w.r.t. x and the set X , and bounded from below by an
(S, P)-integrable function,

4. for any x ∈ X there is a neighborhood Ux 3 x such that the set ∪x̃∈Ux∩XZx̃(ω)
is bounded for almost any ω,

5. the set F(x0, ω) is nonempty for some x0 ∈ X and almost any ω.

Then, the problem (SMPEC − Ω) possess at least one optimal solution.

Proof. Owing to the conditions 1, 5, and the Measurable Selection Theorem
(e.g. Refs. 9, 11) there exists a random element ξ(ω) ∈ F(x0, ω) for almost
all ω, i.e., the problem is feasible. Consider an arbitrary minimizing sequence
{(xk, ξk)}. Uniform weak coercivity in assumption 3 implies that there must be
a subsequence of the sequence with a converging x-component. Let us renum-
ber the whole sequence, so that x̄ := limk→∞ xk. Consider now a measurable
function f̃(ω) := lim infk→∞ f(xk, ξk(ω), ω). Using the lower boundedness of f

(in assumption 3), we get Eω[f̃(ω)] ≤ limk→∞ Eω[f(xk, ξk(ω), ω)].
On the other hand, the uniform local boundedness assumption 4 implies that

for almost any ω there is an infinite sequence of indices k(ω) such that there ex-

ists ξ̃(ω) := limk(ω)→∞ ξk(ω)(ω) and so that f̃(ω) = limk(ω)→∞ f(xk(ω), ξk(ω)(ω), ω).
The assumed closedness of the mappings Z and S (assumption 2) implies that

ξ̃(ω) ∈ F(x̄, ω) for almost any ω. Note that the continuity assumptions on f

imply that f(x̄, ξ̃(ω), ω) = f̃(ω) almost everywhere.
Consider now the ω-parametric optimization problem in the variables ξ(ω):

min f(x̄, ξ(ω), ω)

s.t.

{ (
x̄, ξ(ω)

)
∈ Z(ω), P-a.s.

ξ(ω) ∈ S(x̄, ω), P-a.s.

(2)

We know that the problem has a nonempty, closed and bounded feasible set
for almost any ω, that also depends on ω in a measurable way. Thus we can
apply Theorem 8.2.11 in Ref. 7 to obtain the existence of a measurable solution
ξ̄(ω) such that f(x̄, ξ̄(ω), ω) ≤ f(x̄, ξ̃(ω), ω) owing to the optimality of ξ̄ and

the feasibility of ξ̃ for the problem (2).
Thus we have found a feasible solution (x̄, ξ̄(ω)) with desirable properties.

Remark 3.1. For examples of conditions implying the closedness of x → S(x, ω)
(assumption 1) we cite assumption (iii) in Ref. 1 (which must hold for almost
any ω in addition to the continuity of the mapping T in (x, y)):

(iii) The lower-level constraint set, Y(x), is of the form Y(x) := { ξ ∈ R
m |

gi(x, ξ) ≤ 0, i = 1, . . . , k }, where each function gi : R
n × R

m → R

is continuous on R
n × R

m and convex in ξ for each x. Further, either
gi(x, ·) = gi(·), i = 1, . . . , k, that is, Y(x) = Y , or for each upper-level
feasible x there is a ξ ∈ R

m such that gi(x, ξ) < 0, i = 1, . . . , k.
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Another example is the set assumptions of Corollary 3.1 in Ref. 4; this
closedness result is stated for a specific stochastic bilevel programming problem
arising in contact mechanics.

4 Application to stochastic structural optimiza-

tion

In this section we apply Theorem 3.1 to show the existence of a truss with a
minimal weight under stochastic loads and stress constraints. In the case of
discrete measures with finite support the problem was extensively studied in
Ref. 4.

The problem formulation is:

min
(x,s(·))

1T x

s.t.






0 ≤ x,

|s(ω)| ≤ σx, P-a.s.,

s(ω) solves (C)x(ω), P-a.s.,

(W)

where the lower-level problem (C)x(ω) is:

min
s

E(x, s) :=
1

2

n∑

i=1

s2
i

Exi

s.t.

n∑

i=1

BT
i si = F (ω).

(C)x(ω)

The upper-level (design) variable xi represents a volume of material allocated at
the bar i (xi = 0 represents structural void), the lower-level (state) variable si(·)
represents a force in the bar i multiplied by the bar length, E > 0 is the Young’s
modulus of the structure material, σ > 0 is the maximal allowable stress, F :
Ω → R

k is a stochastic load, Bi, i = 1, . . . , n are the kinematic transformation
matrices of size 1 × k, and E : R

n × R
n → R ∪ {∞} is an extended real-valued

functional, representing the elastic energy of the structure. The problem (C)x(ω)
is the mechanical principle of minimum of complementary energy. Thus making
the identifications Z := { (x, s) ∈ R

n × R
n | 0 ≤ x, |s| ≤ σx } and S(x, ω) :=

{ s ∈ R
n | s solves (C)x(ω) } we can see that the problem (W) perfectly fits into

the framework of (SMPEC − Ω).

Proposition 4.1. Let F : Ω → R
k be measurable. Suppose that the prob-

lem (W) has a feasible point (x, s(ω)) such that P(E(x, s(ω)) < ∞) = 1. Then
it possess at least one optimal solution.

Proof. Obviously, assumptions 3–5 of Theorem 3.1 are fulfilled. Furthermore,
assumption 1 holds (it is trivial for Zx and it is an immediate consequence of
Lemma III.39 in Ref. 6 for S(x, ·)). The set Z is closed. Thus it remains to show
the closedness of x → S(x, ω) for any ω to verify assumption 2 and conclude
the existence of solutions.
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The required property follows from Corollary 3.1 in Ref. 4 under the addi-
tional assumption of boundedness of energy functional E(x, s). Theorem 4.3 in
Ref. 4 implies that one can add the redundant (such that no optimal solution
can violate it) constraint E(x, s) ≤ ν to the problem (W). Since the function E

is l.s.c. (Ref. 12, p. 83), the set Z̃ := { (x, s) ∈ Z | E(x, s) ≤ ν } is closed.
We finish the proof by the application of Theorem 3.1.

5 Inexact penalization

Compared with one-level problems, bilevel optimization algorithms are much
less straightforward to develop owing to the non-convex nature of the problem
and its absence of constraint qualifications for nonlinear programming (Ref. 2).
One approach is to move the equilibrium constraint as a penalty into the objec-
tive function. For examples of penalty functions leading to algorithmic solutions
to MPEC, see Refs. 2, 13–15 and references therein. In particular, exact penal-
ties are of great importance, since they lead to exact solutions while they do not
require the penalty parameter to tend to infinity (Ref. 16). One cannot however
expect to be able to construct an exact penalty for SMPEC problems, given an
exact penalty for each ω, as the following simple example shows. The reason is
again the presence of the “coupling” upper-level variables.

Example 5.1. Let (Ω, S, P) = ([0, 1], B̄, λ), where λ is a Lebesgue measure, and
B̄ is a σ-algebra of Lebesgue measurable sets on [0, 1]. Let Z(ω) = [0, ω]×{ 0 },
f(x, ξ, ω) = (x − 1/2)2, Y(x, ω) = { 0 }, T (x, ξ, ω) = 0, For any ω ∈ [0, 1] an
exact penalty for the “fixed-ω” problem is, for example, G(x, ξ, ω) = max{x −
ω, 0 }.

Nevertheless, since

∫ 1

0

[(x − 1/2)2 + µ max{x − ω, 0 }] λ(dω) = (x − 1/2)2 + µ
x2

2
,

the minimizing sequence is xµ = 1/(µ + 2) → 0 as µ → ∞, and thus it does
not reach the optimal (actually, the only feasible) point of the given SMPEC,
x∗ = 0, for any finite value of µ.

In the following theorem we show that, given a penalty function for almost
any ω, we can construct an inexact penalty function for SMPEC. It generalizes
Theorem 9.2.2 in Ref. 8. Note that we do not necessarily have compact sequences
for the lower-level variables, so we do not necessarily have convergence for these
variables. In the case of discrete measures supported by finite sets, the theorem
reduces to Theorem 9.2.2 in Ref. 8.

We will write val(P) for the optimal value of the optimization problem (P).

Theorem 5.1. Suppose that the assumptions of Theorem 3.1 are satisfied, so
that there is an optimal solution to (SMPEC − Ω). Let also G(x, ξ, ω) be non-
negative, continuous in (x, ξ) for almost any ω, and measurable in ω for any
(x, ξ) ∈ R

n × R
m function such that S(x, ω) = { ξ | (x, ξ) ∈ Z(ω), G(x, ξ, ω) =

0 }. Then the penalized problem:

min Eω[f(x, ξ(ω), ω) + µG(x, ξ(ω), ω)]

s.t.
(
x, ξ(ω)

)
∈ Z(ω), P-a.s.

(SMPEC− Ω)µ
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has an optimal solution for any µ ≥ 0 and

sup
µ≥0

val (SMPEC − Ω)µ = lim
µ→∞

val (SMPEC − Ω)µ

= val (SMPEC − Ω).

Furthermore, any limit point of the upper-level optimal solutions {xµ} to (SMPEC−
Ω)µ (and there is at least one) is an upper-level optimal solution to (SMPEC−
Ω).

Proof. For any µ ≥ 0 the problem (SMPEC − Ω)µ satisfies the assumptions of
Theorem 3.1 (where we can put Sµ(x, ω) = { ξ ∈ R

m | (x, ξ) ∈ Z(ω) }), and
thus possess a solution (xµ, ξµ(·)).

Following the proofs of Lemma 9.2.1 and Theorem 9.2.2 in Ref. 8, we get:

val((SMPEC − Ω)) ≥ sup
µ≥0

val (SMPEC − Ω)µ

= lim
µ→∞

val (SMPEC − Ω)µ

= lim
k→∞

Eω[f(xµk
, ξµk

(ω), ω)]

(3)

for some µk → ∞.
By the uniform coercivity (assumption 3 of Theorem 3.1) of f in x, and

by the properties of G as a penalty function, the sequence {xµk
} is bounded.

Switching to a subsequence if necessary, we may assume that limk→∞ xµk
= x̃.

Owing to the lower boundedness of f (assumption 3 of Theorem 3.1) we have
that limk→∞ Eω[f(xµk

, yµk
(ω), ω)] ≥ Eω[lim infk→∞ f(xµk

, yµk
(ω), ω)]. By the

boundedness of the feasible set (assumption 4 of Theorem 3.1) for almost any ω,

there is a sequence k(ω) such that ξµk(ω)
(ω) → ξ̃(ω) and lim infk→∞ f(xµk

, ξµk
(ω), ω) =

limk(ω)→∞ f(xµk(ω), ξµk(ω)(ω), ω) ≥ f(x̃, ξ̃(ω), ω), for P-almost any ω. Owing

to the closedness (assumption 2 of Theorem 3.1) of Z , (x̃, ξ̃(ω)) ∈ Z(ω), P-a.s.
Following the proof of Theorem 9.2.2 in Ref. 8 we get:

0 = lim
k→∞

Eω[G(xµk
, ξµk

(ω), ω)] ≥ Eω[lim inf
k→∞

G(xµk
, ξµk

(ω), ω)],

and, lim infk→∞ G(xµk
, ξµk

(ω), ω) ≥ G(x̃, ξ̃(ω), ω) ≥ 0 for P-almost any ω by

the continuity and non-negativity of G, thus showing that ξ̃(ω) ∈ F(x, ω) for
P-almost any ω. Considering the parametric optimization problem (2) we can

find a measurable function ξ̃(·) ∈ F(x, ·) such that f(x̃, ξ̃(ω), ω) ≥ f(x̃, ξ̃(ω), ω)
P-a.s., thus showing that

sup
µ≥0

val (SMPEC − Ω)µ ≥ Eω[f(x̃, ξ̃(ω), ω)] ≥ val (SMPEC − Ω).

Together with (3) this proves the claim.

6 Concluding remarks

The case of discrete measures was considered in Ref. 1 where some algorithms
were proposed. In order to solve a general SMPEC problem it is natural to ap-
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proximate it with a sequence of simpler problems involving only discrete prob-
ability measures. Such a discretization procedure could be applied either to the
original problem (SMPEC − Ω) or to the penalized one (SMPEC − Ω)µ. The
hope is that solutions to these discrete problems would converge to a solution
to the original problem, and this question is related to the stability of stochastic
optimization problems with respect to small changes in probability measure.
The question of stability of bilevel programming problems is not so well inves-
tigated in the literature even in the deterministic case. For existing results we
mention Refs. 17–20.

Existing results about the stability of optimization problems with respect to
changes in the probability measure usually presumes the existence of a constraint
qualification (Ref. 21), which are by no means satisfied by SMPEC problems, or
they are posed in the spaces of continuous functions (Refs. 22–24), which also
is not the case for a general SMPEC. (To apply the latter results we need to
assume the uniqueness of solutions to a lower-level problem and the continuity
of solutions with respect to ω.)

One can also view the lower-level problem as a variational inequality problem
(VIP) in a Banach space X , under the additional assumptions that ξ(·) ∈ X
and T (x, ξ(·), ·) ∈ X∗, but the results one could obtain with such an identifica-
tion are too limited in our setup. For example, neither the pseudo-monotonicity
property (typically assumed in the existence of solutions results) nor the strong
monotonicity property (usually assumed in the stability of solutions results
(Refs. 25–28)) of the resulting VIP do not follow from the corresponding prop-
erty of the operator T (x, ·, ω) holding for almost any ω.

Despite all these difficulties it is possible to show the convergence of some
discretization schemes under additional assumptions, for the specific cases of
SMPEC discussed in Ref. 4 in application to structural optimization in contact
mechanics. Furthermore, assuming the continuity of the problem’s data with
respect to ω, it is possible to analyze a distribution sensitivity for such stochastic
structural optimization models; this is the topic of ongoing research.
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