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Optimal design of experiments

Regression model:

y(@) = > Bifi(2) + odw(z) = f(2)3 + dw(z) @

e r € X — design space,
e 3=1(B1,...,8) " —unknown parameters,

o f(x)=(f1(x),..., fr(x))—arow of linearly independent on X
functions, and

e odw(x) is an orthogonal stationary white noise with variance o2
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Given n observations x1, ..., x,, the Least Square Estimator

AN AN

B = pB(x1,...,x,) mnimises
n k 9
> () =D 8ifi@)
i=1 J=1

How to choose observation points  x1, ..., 2, to achieve better

properties of B ?

[1  We have a minimisation problem of a function of n variables: can be

solved directly if n is not large.

[1 When n is large, the design is represented by a design measure
u(da:): a probability distribution on X describing the frequency of taking x

as an observation point.
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D-optimal designs
D-optimal design minimises the generalised variance:
det || cov (3, ;)|

If ,u(d:z:) is a discrete design measure, the generalised variance equals
o?det M~1(u), where

M(p) = / F(2)" f(x) plda)

IS the information matrix.
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General Equivalence Theorem

Theorem 1. (Kiefer-Wolfowitz)
e A D-optimal design measure can be chosen to have at most k£ atoms.

e A measure [ provides a D-optimal design if and only if the function

(@, 1) = f(@)M " (p)f(z)"

called the standardised variance of the predicted response at point x,

achieves its maxima at the atoms of (.
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W-optimal designs

W-optimal design minimises W (M (1)) for a given differentiable function
U R¥ R

NB. For D-optimal design, W(M (1)) = — logdet M (u).

Usual approach: optimal 1 is sought in 2 steps:

Step |

U(M(p) —

e Step | — optimisation in R(*+1)/2;
e Step Il —identify p by its information matrix M ().

Direct approach: optimisation on the space of positive measures M :

U(M(p)) — min subjectto pu(X) =1
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Generalised Kiefer-Wolfowitz theorem

Theorem 2. Letm;; = [ fi(x)f;(z) p(dzx) be (i, j)-th entry of the

information matrix M (12). Then the W-optimal design measure y satisfies

fx)DY (M) () f ' (z) =u p—ae., -
fx)DO(M)(p)f " (x) >u Vre X,
O (M)

DV (M) o
iJ

Ol
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Proof

We just need to evaluate the gradient of W and apply our first-order

necessary condition. By the chain rule,
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Additional constraints

Assume that we now impose additional constraints on the design measure,
e.g.

HZ(/L> ’izl,...,l;

:O,

where H; are Fréchet differentiable functions with gradients h; (x, 11).

As before, this would only change the RHS in (3): w is replaced by the linear
combination " | w;h;(x, ). This would be impossible to guess using a

common two-step method!
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Constrained Kiefer-Wolfowitz theorem

Theorem 3. If 1 is a regular W-optimal measure under constraints (4), then
there exist Lagrange multipliers w1, . . . , up, with u; < 0if H;(p) =0
andu; = 0if H;(p) <O0forj € {{+1,...,m}, such that

@) DY) ()7 (@) = X wihi(e, w) - ae.,
@)D (M) () f (@) = X0, wihi(w,p) Vo € X.

(5)
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Kiefer-Wolfowitz vs. General Equivalence

The Kiefer-Wolfowitz theorem 1 is also called General Equivalence
Theorem as it provides criterium for 1 to be D-optimal. As, in general,
W-function may not have a unique minimum, the ‘if and only if’ statement is

no longer possible.
[1 But: if U is convex (as for D-optimal designs, where

W(M(p)) = —logdet M (u)), then (5) also becomes necessary and

sufficient condition for the W-optimality.
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